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Disolving Multiplets: Fe in alkali system
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PRL (2010)
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Figure 1: Colour intensity map of the ‘degree of correlation’ (as measured by the quasiparticle

weight Z - right scale) for a Hubbard-Kanamori model with 3 orbitals appropriate to the description

of early transition-metal oxides with a partially occupied t2g shell. The vertical axis is the interaction

strength U normalized to the half-bandwidth D, and a finite Hund’s coupling J = 0.15U is taken

into account. The horizontal axis is the number of electrons per site - from 0 (empty shell) to

6 (full shell). Darker regions correspond to good metals and lighter regions to correlated metals.

The black bars signal the Mott-insulating phases for U > Uc. The arrows indicate the evolution of

Uc upon further increasing J , and emphasize the opposite trend between half-filling and a generic

filling. Crosses denote the values of Uc for J = 0. One notes that, among integer fillings, the

case of 2 electrons (2 holes) displays correlated behaviour in an extended range of coupling, with

‘spin-freezing’ above some low coherence scale. Specific materials are schematically placed on the

diagram. The materials denoted in black have been placed according to the experimental value of

�/�LDA. For detailed explanations, see Sec. 6. The DMFT calculations leading to a related plot in

Ref. [22] have been repeated here using a more realistic DOS for t2g states (inset).

Coulomb interactions in the multi-orbital context is provided. In Sec. 3 the influence of Hund’s

coupling on the intra-atomic charge gap and the Mott critical coupling is explained. Sec. 4 reviews

the influence of Hund’s coupling on the Kondo temperature of a multi-orbital impurity atom in

a metallic host. Sec. 5 briefly introduces dynamical mean-field theory, which provides a bridge

between single-atom physics and the full solid. Sec. 6 is the core part of this article, in which the

key e↵ects of the Hund’s rule coupling in the solid-state context are put together. Sec. 7 and Sec. 8

consider ruthenates and iron pnictides/chalcogenides, respectively, in the perspective of Hund’s

metals.

A. Georges et.al,  PRL (2012)
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Hubbard-metal
(correlations due to U)
Single-band DMFT

Hunds-metal
(correlations due to J)
Fe-based HTSC
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(correlations due to Fk)
f-compounds



U

t

ij i j i i
ij i

H t c c U n n+
s s  ¯= +å å

Hubbard model for correlated electrons



Dynamical Mean Field Theory
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Single Impurity Solver

V. Metzner and D. Vollhardt (1987)
A.  Georges and G. Kotliar (1992)



Quantum Impurity Solver
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What is a best scheme?
Quantum Monte Carlo !



Continuous Time Quantum Monte Carlo

Partition function:

Continuous Time Quantum Monte Carlo (CT-QMC)

E. Gull, A. Millis, A.L., A. Rubtsov, M. Troyer, Ph. Werner, Rev. Mod. Phys. 83, 349 (2011)
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Weak coupling QMC: CT-INT

A. Rubtsov and A.L., JETP Lett. 80, 67 (2004)



CT-INT: random walks in the k space
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Impurity solver: miracle of CT-QMC 

Interaction expansion CT-INT:  A. Rubtsov et al, JETP Lett (2004)

Hybridization expansion CT-HYB: P. Werner et al, PRL (2006) 

E. Gull, et al, RMP 83, 349 (2011)

Efficient Krylov scheme:  A. Läuchli and P. Werner, PRB (2009)



Benchmark for CT-QMC

E. Gull



DMFT: Metal-Insulator Transition1.14 Dieter Vollhardt

Fig. 6: Evolution of the spectral function (“density of states”) of the Hubbard model in the
paramagnetic phase at half filling. a) non-interacting case, b) for weak interactions there is only
little transfer of spectral weight away from the Fermi energy, c) for strong interactions a typical
three-peak structure consisting of coherent quasiparticle excitations close to the Fermi energy
and incoherent lower and upper Hubbard bands is clearly seen, d) above a critical interaction
the quasiparticle peak vanishes and the system is insulating, with two well-separated Hubbard
bands remaining; after Ref. [30].

5.1 The characteristic structure of the spectral function

The Mott-Hubbard MIT is monitored by the spectral function A(ω) = − 1
π
ImG(ω + i0+) of

the correlated electrons;7 here we follow the discussion of Refs. [55, 30]. The change of A(ω)
obtained within the DMFT for the one-band Hubbard model (4) at T = 0 and half filling
(n = 1) as a function of the Coulomb repulsion U (measured in units of the bandwidth W

of non-interacting electrons) is shown in Figs. 6 and 7. While Fig. 6 is a schematic picture of
the evolution of the spectrum when the interaction is increased, Fig. 7 shows actual numeri-
cal results obtained by the NRG [39, 56]. Here magnetic order is assumed to be suppressed
(“frustrated”).
While at smallU the system can be described by coherent quasiparticles whose DOS still resem-
bles that of the free electrons, the spectrum in the Mott insulator state consists of two separate
incoherent “Hubbard bands” whose centers are separated approximately by the energy U . The
latter originate from atomic-like excitations at the energies ±U/2 broadened by the hopping
of electrons away from the atom. At intermediate values of U the spectrum then has a char-
acteristic three-peak structure as in the single-impurity Anderson model, which includes both
the atomic features (i.e., Hubbard bands) and the narrow quasiparticle peak at low excitation
energies, near ω = 0. This corresponds to a strongly correlated metal. The structure of the

7In the following we only consider the paramagnetic phase.

G. Kotliar and D. Vollhardt, Phys. Today 3, 53 (2004) 

1.18 Dieter Vollhardt

Fig. 10: On bipartite lattices and for half filling (n = 1) the paramagnetic phase is unstable
against antiferromagnetism. The metal-insulator transition is then completely hidden by the
antiferromagnetic insulating phase; from Ref. [61].

parameters as input. Indeed, they are highly successful techniques for the calculation of the
electronic structure of real materials [64]. However, in practice DFT/LDA is seriously restricted
in its ability to describe strongly correlated materials where the on-site Coulomb interaction is
comparable with the band width. Here, the model Hamiltonian approach is more general and
powerful since there exist systematic theoretical techniques to investigate the many-electron
problem with increasing accuracy. Nevertheless, the uncertainty in the choice of the model
parameters and the technical complexity of the correlation problem itself prevent the model
Hamiltonian approach from being a flexible or reliable enough tool for studying real materials.
The two approaches are therefore complementary. In view of the individual power of DFT/LDA
and the model Hamiltonian approach, respectively, it had always been clear that a combination
of these techniques would be highly desirable for ab initio investigations of real materials, in-
cluding, e.g., f -electron systems and Mott insulators. One of the first successful attempts in this
direction was the LDA+U method [65, 66], which combines LDA with a basically static, i.e.,
Hartree-Fock-like, mean-field approximation for a multi-band Anderson lattice model (with in-
teracting and non-interacting orbitals). This method proved to be a very useful tool in the study
of long-range ordered, insulating states of transition metals and rare-earth compounds. How-
ever, the paramagnetic metallic phase of correlated electron systems such as high-temperature
superconductors and heavy-fermion systems clearly requires a treatment that goes beyond a
static mean-field approximation and includes dynamical effects, e.g., the frequency dependence
of the self-energy.

Here the recently developed LDA+DMFTmethod— a new computational scheme whichmerges
electronic band structure calculations and the dynamical mean-field theory [67–76, 30] — has
proved to be a breakthrough. Starting from conventional band structure calculations in the local
density approximation (LDA) the correlations are taken into account by the Hubbard interaction

2.3 DYNAMICAL MEAN-FIELD THEORY 17

Figure 2.1: Cayley trees with coordination z = 3, recursion depth k = 8 (left) and z = 8,
recursion depth k = 3 (right). Vertices present sites and branches nearest neighbor hopping
connections. Di�erent branch lengths are only for illustrational purposes and do not reflect
hopping amplitudes.

environment (S(0)) and processes between the two (�S)
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Since all sites are equivalent Si describes the action on the cavity and also each site of the
environment. ˆ· is the imaginary time derivative and ‡ denotes the spin. In �S there is
a distinction between the cavity i = 0 and its nearest neighbors i. S(0) includes the full
environment with the cavity removed. Thus, it contains not only the sum over Si, but
also hoppings between the sites. The next step is to assume that the environment can be
integrated over and gives a Green function of the environment G(0). The remaining degree
of freedom is that of the cavity with an e�ective action
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where each operator has its own imaginary time argument, but this is omitted for conve-
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Figure 3 Schematic representation of reference systems in the DFT, DFT+DMFT and
GW+DMFT methods

ture, are indeed most striking in spectroscopic probes, where they take the form of
quasi-particle renormalisations or broadening due to finite lifetimes, and give rise to
satellite features or atomic multiplets. An intrinsic temperature dependence of the
electronic structure of a metal, with a coherence-incoherence crossover delimiting
Fermi liquid properties, or a strongly temperature-dependent gap – beyond what can
be explained by a Fermi factor – are further hallmarks of electronic correlations [11].

Historically, the first non-perturbative electronic structure techniques for correlated
materials evolved from many-body treatments of the multi-orbital Hubbard Hamilto-
nian with realistic parameters. The general strategy of these so-called “DFT++” ap-
proaches [12, 13] consists in the extraction of the parameters of a many-body Hamil-
tonian from first principles calculations and then solving the problem by many-body
techniques. The procedure becomes conceptually involved, however, through the
need of incorporating e�ects of higher energy degrees of freedom on the low energy
part, the so-called “downfolding”.

For the one-particle part of the Hamiltonian, downfolding techniques have been the
subject of a vast literature [14, 15], and are by now well established. The task here
is to define orbitals spanning the low-energy Hilbert space of the electronic degrees
of freedom of a solid in such a way that a low-energy one-particle Hamiltonian can
be constructed whose spectrum coincides with the low-energy part of the spectrum
of the original one-particle Hamiltonian.1) Downfolding of the interacting part of a
many-body Hamiltonian is a less straightforward problem, which has attracted a lot

1) We do not enter here into details concerning the di�erent strategies of achieving such a construction:
various frameworks, such as mu�n-tin orbitals methods [15], maximally localised Wannier functions
[16], or projected atomic orbitals [17] have been employed.

Reference system is important: Archimedes
„Give me the place to stand, and I shall move the earth.“



Non-local screened interactions
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Figure 7.2.4: Left: Density of states of oxygen 2p (red), calcium 3d (green) and ruthenium 4d (blue)
orbitals. Right: band structure of Ca1.85Sr0.15RuO4 in the metallic phase. The eigen-
values of the Wannier Hamiltonian in the crystal field basis are exemplarily shown
for this composition in red color.

mesh of this size gives a very accurate description of the electronic structure. The high
symmetry points R,X and M are located at (0.5, 0.5, 0.5), (0.0, 0.5, 0.0) and (0.5, 0.5, 0.0)
(in units of the reciprocal lattice vectors) in the Brillouin zone respectively. The band
structure shows a set of 12 mainly flat bands extending from 2eV below the Fermi level
(which is set to zero) to 0.5eV above same, which can be identified as Ru t2g bands [165].
The unoccupied eg bands disperse down only slightly below 2eV above the Fermi energy.
This situation is also reflected in the density of states, which is large in the region between
�1eV and 0.5eV, due to the flat bands. Below �2eV bands stemming from oxygen 2p and
from bonding states of ruthenium 4d and oxygen 2p are located.
Rotation and tilt of the octahedra has visible effects on the electronic structure. The rota-
tion of the octahedron allows for hybridization between the xy and the x2

� y2 orbitals,
which leads to the enlarged gap between the t2g and eg bands as compared to Sr2RuO4 [65].
Symmetry lowering leads to an enlarged unit cell and consequently a reduction of the Bril-
louin zone as compared to Sr2RuO4. This leads to anti-crossings of folded bands, which
manifests in the pseudogap at �0.35eV [120]. The width of the Ru d bands is mainly con-
trolled by the Ru-O hybridization, as usual in transition metal oxides [28]. The bandwidth
is to a good approximation proportional to cos2 ↵, where ↵ is the bond angle of Ru-O-Ru.
Starting from Sr2RuO4, where the bond angle is 180� and the bandwidth is maximal at
3.55eV, one can estimate the bandwidth in the distorted structures. This is an approxi-
mation, since it neglects other phenomena, like the bond length, that can have influence
on the bandwidth. The rotational and tilt distortions in Ca1.85Sr0.15RuO4 reduce the bond
angle to ↵ = 153.4�, which reduces the bandwidth to 2.84eV. The directly measured band-
width at the � point amounts to 2.92eV, which is a little higher, still the estimate is quite
good, which shows that the rotational distortions account for most of the changes in the
electronic structure.

Metal-Insulator Transition in Ca2�xSrxRuO4 69
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c-RPA screening

2

-Equations to derive UDMFT. Here, we derive the basic
equations to evaluate UDMFT from first principles calcula-
tions [17]. In the RPA, the screened Coulomb interaction
W can be written as (1− vχ0)−1v with the independent-
particle polarization χ0 and the bare Coulomb interac-
tion v. The polarization χ0 is divided into χt

0 and χr
0,

where χt
0 is a polarization formed in the target subspace

and χr
0 is the rest. Note that this decomposition is not

necessarily restricted to bands (cRPA); it is also applica-
ble to the real space using localized basis sets. For exam-
ple, the “dimensional downfolding” has been formulated
to derive effective models in reduced dimensions such
as 2D or 1D models by excluding polarizations within
the target layer/chain [8]. With this decomposition and
within the RPA, the fully screened W can be obtained in
a two-step procedure as [4]

W̄ = (1 − vχr
0)

−1v (1)

and

W = (1− W̄χt
0)

−1W̄ , (2)

where W̄ describes a screened Coulomb interaction ex-
cluding a specified subset of excitations χt

0. These exci-
tations are taken into account when the effective model
with the interaction W̄ is solved. Alternatively, W̄
is obtained from the fully screened W , by rewriting
Eq. (2) [17] as

W̄ = W
(

1 + χt
0W

)−1
. (3)

In the present scheme, W̄ corresponds to UDMFT and χt
0

is a one-center or local target polarization formed at the
impurity site.
In practice, the static independent-particle polariza-

tion formed in the target bands (tb) is calculated using

χtb
0 (r,r

′)=2
∈tb
∑

αβ

∑

qk

fβk+q−fαk
εβk+q−εαk

ψ∗αk(r)ψβk+q(r)ψ
∗
βk+q(r

′)ψαk(r
′),(4)

where {ψαk, εαk} are one-body wavefunctions and their
energies with the wave vector k and the band index α.
The factor of 2 comes from the spin sum. The band sum-
mation is performed only over the target bands in the ef-
fective model. Since the Bloch wavefunctions are related
to the Wannier functions via the unitary transform as

ψαk(r)=
1√
N

∑

miR

eik·RU †(k)
mi,αφmiR(r), (5)

the polarization can be recast as

χtb
0 (r,r

′)=
2

N2

∑

mnop

∑

ijkl

∑

R1-R4

[

∈tb
∑

αβ

∑

qk

fβk+q−fαk
εβk+q−εαk

e−ik·(R1−R4)

×ei(k+q)·(R2−R3)
(

U †(k)
mi,α

)∗
U †(k+q)
nj,β

(

U †(k+q)
ok,β

)∗
U †(k)
pl,α

]

×φ∗miR1
(r)φnjR2

(r)φ∗okR3
(r′)φplR4

(r′), (6)

where m-p, i-l, R1-R4 are the orbital, primitive site, su-
perlattice site indices respectively and N indicates the
total number of superlattice sites. With this expression,
we specify the target-band polarization formed at the im-
purity site (the 0th site in R=0) as

χimp
0 (r,r′)=

∑

mnop

Cmnopφ
∗
m00(r)φn00(r)φ

∗
o00(r

′)φp00(r
′) (7)

with

Cmnop=
2

N2

∈tb
∑

αβ

∑

qk

fβk+q−fαk
εβk+q−εαk

(

U †(k)
m0,α

)∗
U †(k+q)
n0,β

(

U †(k+q)
o0,β

)∗
U †(k)
p0,α

(8)

corresponding to the local one-center components of a
polarization matrix in the Wannier orbital basis. Now,
by identifying χt

0 in Eq. (3) as χimp
0 and W̄ as UDMFT, we

write the Dyson equation for the effective interaction as

W (r,r′)=UDMFT(r,r′)+

∫

dr′′
∫

dr′′′UDMFT(r,r′′)χimp
0 (r′′, r′′′)

×W (r′′′, r′). (9)

Multiplying this equation by φ∗m00(r)φn00(r)φ
∗
o00(r

′)
×φp00(r′) and integrating over r and r′, we have

Wµν = UDMFT
µν +

∑

µ′ν′

UDMFT
µµ′ Cµ′ν′Wν′ν , (10)

where we introduce a composite index (µ, ν)=
{

(mn), (op)
}

and the matrix element of O={W,UDMFT} is given by

Omnop=

∫

dr

∫

dr′φ∗m00(r)φn00(r)O(r, r′)φ∗o00(r
′)φp00(r

′).

Thus, Eq. (10) is rewritten in a matrix form as

UDMFT = W(1+CW)−1. (11)

The equation resembles the unscreening equation (3), but
it is formulated entirely in terms of “local” one-center
quantities, that can be evaluated straightforwardly, al-
lowing for a computationally efficient treatment.
-Application to the Hubbard model. We first apply this

scheme to the derivation of UDMFT for the 2D single-band
Hubbard model. This is helpful to get insight into the
behavior of UDMFT with respect to changes of the electron
filling. The Hubbard Hamiltonian reads

H=−t
∑

〈ij〉σ

c†iσcjσ− t′
∑

〈〈ij〉〉σ

c†iσcjσ−µ
∑

iσ

niσ+ U
∑

i

ni↑ni↓,

where c†iσ (ciσ) creates (annihilates) an electron with spin

σ at site i and niσ ≡ c†iσciσ. t (t′) is a transfer integral
to the (next-)nearest neighbor sites in the 〈i, j〉 (〈〈i, j〉〉)
sums. U(=8t) and µ represent the onsite Coulomb re-
pulsion and chemical potential, respectively. Taking into
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-Equations to derive UDMFT. Here, we derive the basic
equations to evaluate UDMFT from first principles calcula-
tions [17]. In the RPA, the screened Coulomb interaction
W can be written as (1− vχ0)−1v with the independent-
particle polarization χ0 and the bare Coulomb interac-
tion v. The polarization χ0 is divided into χt

0 and χr
0,

where χt
0 is a polarization formed in the target subspace

and χr
0 is the rest. Note that this decomposition is not

necessarily restricted to bands (cRPA); it is also applica-
ble to the real space using localized basis sets. For exam-
ple, the “dimensional downfolding” has been formulated
to derive effective models in reduced dimensions such
as 2D or 1D models by excluding polarizations within
the target layer/chain [8]. With this decomposition and
within the RPA, the fully screened W can be obtained in
a two-step procedure as [4]

W̄ = (1 − vχr
0)

−1v (1)

and

W = (1− W̄χt
0)

−1W̄ , (2)

where W̄ describes a screened Coulomb interaction ex-
cluding a specified subset of excitations χt

0. These exci-
tations are taken into account when the effective model
with the interaction W̄ is solved. Alternatively, W̄
is obtained from the fully screened W , by rewriting
Eq. (2) [17] as

W̄ = W
(

1 + χt
0W

)−1
. (3)

In the present scheme, W̄ corresponds to UDMFT and χt
0

is a one-center or local target polarization formed at the
impurity site.
In practice, the static independent-particle polariza-

tion formed in the target bands (tb) is calculated using

χtb
0 (r,r
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∈tb
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qk
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ψ∗αk(r)ψβk+q(r)ψ
∗
βk+q(r

′)ψαk(r
′),(4)

where {ψαk, εαk} are one-body wavefunctions and their
energies with the wave vector k and the band index α.
The factor of 2 comes from the spin sum. The band sum-
mation is performed only over the target bands in the ef-
fective model. Since the Bloch wavefunctions are related
to the Wannier functions via the unitary transform as
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1√
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2
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(
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(
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∑

mnop

Cmnopφ
∗
m00(r)φn00(r)φ

∗
o00(r

′)φp00(r
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(
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involving the impurity site, i.e., the interaction parame-
ters calculated without the local one-center and “wing”
components of the polarization matrix in the Wannier
basis (“no-wing” method) [21]. The result is denoted as
Uno-wing. We see that the filling dependence of U ′ is
similar to that of U , except for a constant shift.
As the filling n increases from 1, UDMFT increases

more rapidly than U cRPA. This suggests that the non-
local anti-screening effect increases more rapidly than the
screening. Around n=2, UDMFT turns to decrease, cross-
ing U cRPA at n∼3.5. Finally around the filling end n∼5,
UDMFT again increases, as seen in the Hubbard model.
We see Uno-wing<UDMFT at all fillings. This is consis-
tent with the model analysis: The non-local contribu-
tions to the screening induce an anti-screening and lead
to the increase of the onsite interaction. Uno-wing is also
smaller than U cRPA and only weakly depends on the fill-
ing, consistently with the model analysis where the off-
site Coulomb interaction induces a screening weakly de-
pendent on filling. These comparisons clearly show that
the non-local polarization is the main source of the exotic
filling dependence of UDMFT.
It becomes now clear that the similar values of UDMFT

and U cRPA for SrVO3 is just a consequence of an approx-
imate cancellation of the anti-screening by the non-local
polarizations with the screening by the long-range inter-
action. In addition, U cRPA∼UDMFT∼Uno-wing for SrVO3

is partly ascribed to the small filling of the d1 system
where the polarization and screening are not large.
In the previous DMFT studies for the ab initio model,

rather large values of U compared to U cRPA have been
needed to reproduce the experimental results (e.g., the
insulating behavior of LaTiO3 [24]). Similarly, for the
2D Hubbard model, the Mott transition takes place at a
substantially larger U in the single-site DMFT than in
its cluster extension [25]. These aspects are ascribed to
the intersite correlation effects ignored in the single-site
DMFT with original U cRPA or U . The present scheme
with UDMFT at least partially takes account of the off-site
effects and will improve the results of the DMFT. The
vertex corrections ignored in the RPA form have been
estimated to be small for the conventional cRPA [1]. For
the present case, this estimate is left for future studies.
-Conclusion. We have examined a scheme to evalu-

ate the effective onsite interaction UDMFT for the DMFT.
Through the analysis based on the Hubbard model,
we have found unexpectedly an anti-screening effect in-
duced by non-local polarizations, which competes with
the screening effects caused by the off-site Coulomb in-
teraction in real materials. The anti-screening causes a
non-trivial filling dependence of UDMFT and increases the
effective interaction. Combining the present method with
DFT, we have indeed shown that UDMFT for SrVO3 ex-
hibits non-trivial filling dependence if the chemical po-
tential is varied.
-Acknowledgments. We would like to thank Takashi

TABLE I: Onsite bare (v), cRPA (UcRPA), present-scheme
(UDMFT), and full-RPA (W) interaction parameters calcu-
lated for SrVO3. The unit of energy is eV. The method was
implemented in two codes, Tokyo Ab initio Program Pack-
age [22] (left values) and the Vienna Ab initio Simulation
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for UcRPA. Otherwise, the latter values are generally 5-10 %
larger than those of the former, since the exact shape of the
orbitals is used in VASP.
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FIG. 2: (color online) Filling dependence of intra-orbital
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of SrVO3 evaluated within full RPA, cRPA, present scheme
(UDMFT), and “no-wing” methods, which are calculated with
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Table I: Spinor representation of hopping integrals (in meV) calculated for C2F and C2H on the basis of the
Wannier parametrization of the LDA+SO Hamiltonian.

C2F C2H

t01

✓
�232.84� 0.82i 1.35� 2.35i
�1.35� 2.35i �232.84 + 0.82i

◆ ✓
38.98 + 0.02 �0.14 + 0.25i
0.14 + 0.25i 38.98� 0.02i

◆

t02

✓
5.95 + 0i 0.65� 0.37i

�0.65� 0.37i 5.95 + 0i

◆ ✓
�114 + 0i 0.04� 0.02i

�0.04� 0.02i �114 + 0i

◆

t03

✓
�21.29� 0.1i 0.37� 0.64i
�0.37� 0.64i �21.29 + 0.1i

◆ ✓
�98.05 + 0.03i 0.01� 0.01i
�0.01� 0.01i �98.05� 0.03i

◆

t04

✓
�10.70 + 0i 0.39� 0.31i
�0.39� 0.31i �10.70 + 0i

◆ ✓
27.92 + 0i 0 + 0i
0 + 0i 27.92 + 0i

◆

t05

✓
�10.40 + 0.04i 0.37 + 0i
�0.37 + 0i �10.40� 0.04i

◆ ✓
11.86 + 0i �0.01 + 0i
0.01 + 0i 11.86 + 0i

◆

Table II: The calculated local and non-local partially
screened Coulomb interactions (in eV) for C2F and
C2H. The two values of JF

01 correspond to the fully
screened and bare interactions.

Interaction C2F C2H
U00 5.16 4.69
U01 2.46 2.19
U02 1.66 1.11
U03 1.46 0.85

JF
01 (screened) 0.018 0.034
JF
01 (bare) 0.044 0.099

Importantly, there are strong long-range Coulomb inter-
actions, which indicates significant spatial charge fluc-
tuations in these graphene-based systems. The direct
exchange interaction between the nearest Wannier func-
tions is much smaller than other Coulomb matrix ele-
ments. Nevertheless, as will be shown below, JF

ij
plays a

principal role in the formation of the magnetic states of
C2H and C2F.

IV. MAGNETIC INTERACTIONS

Values of the calculated hopping integrals and
Coulomb interactions correspond to the strong local-
ization regime, tij ⌧ U00, that allows us to construct
a Heisenberg-type Hamiltonian for the localized spins
S = 1/2 within the superexchange theory developed by
Anderson.35 The corresponding spin model is given by

Ĥspin =
X

ij

JijŜiŜj +
X

ij

Dij [Ŝi ⇥ Ŝj ], (4)

Figure 3: Schematic representation of the hopping
paths in the triangular model for C2F and C2H. The
gray spheres denote the Wannier functions centered at

non-bonded carbon atoms.

where Ŝ is the spin operator, Jij andDij are the isotropic
and anisotropic (Dzyaloshinskii-Moriya) exchange inter-
actions. The summation over all pairs in Eq. (4) runs
twice.
Isotropic exchange interaction. In terms of the Hamil-

tonian parameters given by Eq. (1) the isotropic exchange
interaction can be expressed in the following form35,39

Jij =
1
eU
Tr�{t̂jit̂ij}� J

F

ij
, (5)
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Uij = ij
_

W ij

Jij = ij
_

W ji
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We propose a systematic procedure for constructing effective models of strongly correlated materials. The
parameters, in particular the on-site screened Coulomb interaction U, are calculated from first principles, using
the random-phase approximation. We derive an expression for the frequency-dependent U!!" and show, for the
case of nickel, that its high-frequency part has significant influence on the spectral functions. We propose a
scheme for taking into account the energy dependence of U!!", so that a model with an energy-independent
local interaction can still be used for low-energy properties.
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I. INTRODUCTION

Lattice fermion models such as the Hubbard model or the
Anderson impurity model and their extensions have played a
major role in studying electron correlations in systems with
strong on-site correlations. Despite the widespread use of
these models, little justification has been given in using
them. The models are postulated on the basis of physical
intuition. In particular, the models employ parameters, such
as the famous Hubbard interaction U, which are normally
adjusted to serve the given problem. Without judicious
choice of parameters, the model may yield misleading re-
sults, or in the worst case, the model itself is not sufficient to
describe the real system. One can define rigorously these
concepts in the path-integral formulation of the many-body
problem by performing a partial trace over the degrees of
freedom that one wants to eliminate, and ignoring the retar-
dation in the interactions generated by this procedure. How-
ever, this elimination of the degrees of freedom is very hard
to perform for real materials. It is therefore very desirable to
figure out a systematic way of constructing low-energy ef-
fective models with well-defined parameters calculated from
first principles such that the model can quantitatively repro-
duce and predict physical properties of interest of the corre-
sponding real system, especially when the correlation effects
are crucial.
Another important issue that has not received sufficient

attention is the role of energy dependence of the screened
local Coulomb interaction U. Model studies investigating the
importance of high-energy states in the Hubbard model can
be found in Refs. 1–3. A dynamic Hubbard model has also
been considered.4 In most cases, however, U is assumed to
be static, but on the other hand we know that at high energy
the screening becomes weaker and eventually the interaction
approaches the large bare Coulomb value, which is an order
of magnitude larger than the static screened value. Of course,

the high-energy part of the Coulomb interaction has in some
way been downfolded into the Hubbard U but it is not clear
how this downfolding is actually accomplished.
A number of authors have addressed the problem of de-

termining the Hubbard U from first principles. One of the
earliest works is the constrained local-density approximation
(LDA) approach,1,5 where the Hubbard U is calculated from
the total-energy variation with respect to the occupation
number of the localized orbitals. An approach based on the
random-phase approximation (RPA) was later introduced,6
which allows for the calculations of the matrix elements of
the Hubbard U and its energy dependence. This was fol-
lowed by a more refined approach for calculating U.7 A yet
different approach computes the matrix elements of the Cou-
lomb interactions screened in real space and assumes a
Yukawa form to extract the Hubbard U and the other inter-
actions which determine the multiplet splittings.8
The purpose of the present work is to develop a precise

formulation for a systematic construction of effective models
where the parameters are obtained from realistic first-
principles electronic structure calculations. In particular, we
concentrate on the calculation of the Hubbard U and demon-
strate the importance of its energy dependence. We show that
a static Hubbard Hamiltonian, obtained from a construction
in which this energy dependence is simply neglected, fails
even at low energy. This static model can be appropriately
modified, however, by taking into account the feedback of
the high-energy part of U into the one-particle propagator.
We illustrate our scheme in transition metals, concentrating
on Ni as an example, since it is a prototype system consisting
of a narrow 3d band embedded in a wide band. Furthermore,
Ni is one of the most problematic case from the viewpoint of
the LDA.
In summary, in Sec. II we propose a method for calculat-

ing a frequency-dependent Hubbard U!!" and derive an ef-
fective model for electrons in a narrow band using U!!" as
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an effective interaction between the electrons. In Sec. III we
investigate the influence of the frequency-dependent U!!" on
the self-energy and the spectral function within the GW ap-
proximation (GWA).9,10 We then suggest a way of modifying
the static Hubbard model so that it can still give reliable
description of low-energy physics. We also propose a scheme
of taking into account the frequency-dependent U!!" in an
approximate way.

II. THEORY

Let us suppose that the band structure of a given solid can
be separated into a narrow band near the Fermi level and the
rest, like, for example, in transition metals or 4f metals. Our
aim is to construct an effective model which only includes
the narrow 3d or 4f band. The effective interaction between
the 3d electrons in the Hubbard model can be formally con-
structed as follows. We first divide the complete Hilbert
space into the Hubbard space #"d$, consisting of the 3d states
or the localized states, and the rest. The bare Green’s func-
tion Gd, spanning the d subspace, is given by

Gd!r,r!;!" =%
d

occ
"d!r""d

*!r!"
! − #d − i0+

+ %
d

unocc
"d!r""d

*!r!"
! − #d + i0+

. !1"

Let P be the total (bare) polarization, including the transi-
tions between all bands,

P!r,r!;!" =%
i

occ

%
j

unocc

"i!r""i
*!r!"" j

*!r"" j!r!"

$ & 1
! − # j + #i + i0+

−
1

! + # j − #i − i0+
' .

!2"

P can be divided into P=Pd+Pr, in which Pd includes only
3d to 3d transitions (i.e, limiting the summations in Eq. (2)
to i, j! #"d$), and Pr be the rest of the polarization. The
screened interaction W on the RPA level is given by

W = (1 − vP)−1v = (1 − vPr − vPd)−1v

= (!1 − vPr"#1 − !1 − vPr"−1vPd$)−1v

= #1 − !1 − vPr"−1vPd$−1!1 − vPr"−1v

= (1 −WrPd)−1Wr !3"

where we have defined a screened interaction Wr that does
not include the polarization from the 3d-3d transitions:

Wr!!" = (1 − vPr!!")−1v !4"

(we have not explicitly indicated spatial coordinates in this
equation). The identity in Eq. (3) explicitly shows that the
interaction between the 3d electrons is given by a frequency-
dependent interaction Wr. It fits well with the usual physical
argument that the remaining screening channels in the Hub-
bard model associated with the 3d electrons, represented by
the 3d-3d polarization Pd, further screen Wr to give the fully
screened interaction W.
We now choose a basis of Wannier functions #%Rn$, cen-

tered about atomic positions R, corresponding to the 3d

Bloch functions #"kn$, and consider the matrix elements of
the (partially screened) frequency-dependent Coulomb inter-
action Wr:

UR1nR2n!,R3mR4m!!& − &!"

!* d3rd3r!%R1n
* !r"%R2n!!r"

$Wr!r,r!;& − &!"%R3m
* !r!"%R4m!!r!" . !5"

We would like to obtain an effective model for the 3d de-
grees of freedom. Because of the frequency dependence of
the U’s (corresponding to a retarded interaction), this effec-
tive theory will not take a Hamiltonian form. We can how-
ever, write such a representation in the functional-integral
formalism11 by considering the effective action for the 3d
degrees of freedom given by

S =* d&d&!+−% dRn
† !&"GRn,R!n!

−1 !& − &!"dRn!!&!"

+
1
2 % :dR1n

† !&"dR2n!!&":

$UR1nR2n!,R3mR4m!!& − &!":dR3m
† !&!"dR4m!!&!":, , !6"

where: d†d: denotes normal ordering, which accounts for the
Hartree term, and the summation is over repeated indices.
When using a Wannier transformation which does not mix
the d subspace with other bands, the Green’s function can be
taken, to first approximation, to be the bare Green’s function
Gdd
0 constructed from the Bloch eigenvalues and eigenfunc-

tions. If, instead, an LMTO formalism12 is used, one should
in principle perform a downfolding procedure onto the d
subspace, i.e, perform a partial trace over s, p degrees of
freedom.
In the following, we retain only the local components of

the effective interaction on the same atomic site. This is ex-
pected to be a reasonable approximation because the 3d
states are rather localized. The formalism may be easily ex-
tended to include intersite Coulomb interactions if necessary.
Hence, we consider the frequency-dependent Hubbard inter-
actions:

Unn!,mm!!& − &!" !* d3rd3r!%n
*!r"%n!!r"Wr!r,r!;& − &!"

$%m
* !r!"%m!!r!" , !7"

with %n being the Wannier orbital for R=0. In order to illus-
trate the procedure within the linear muffin-tin orbital
(LMTO) basis set, we use instead of the Wannier orbital the
normalized function head of the LMTO %H which is a solu-
tion to the radial Shrödinger equation matching to a Hankel
function at zero energy at the atomic sphere boundary. The
Wannier function of the d band is a substantial mixture of the
original LMTO atomic d orbital with other s and p orbitals.
In this paper, we investigate the importance of the energy

dependence of U. Therefore, we shall compare the results
obtained from Eq. (6) with those of a Hamiltonian approach
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where: d†d: denotes normal ordering, which accounts for the
Hartree term, and the summation is over repeated indices.
When using a Wannier transformation which does not mix
the d subspace with other bands, the Green’s function can be
taken, to first approximation, to be the bare Green’s function
Gdd
0 constructed from the Bloch eigenvalues and eigenfunc-

tions. If, instead, an LMTO formalism12 is used, one should
in principle perform a downfolding procedure onto the d
subspace, i.e, perform a partial trace over s, p degrees of
freedom.
In the following, we retain only the local components of

the effective interaction on the same atomic site. This is ex-
pected to be a reasonable approximation because the 3d
states are rather localized. The formalism may be easily ex-
tended to include intersite Coulomb interactions if necessary.
Hence, we consider the frequency-dependent Hubbard inter-
actions:

Unn!,mm!!& − &!" !* d3rd3r!%n
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* !r!"%m!!r!" , !7"

with %n being the Wannier orbital for R=0. In order to illus-
trate the procedure within the linear muffin-tin orbital
(LMTO) basis set, we use instead of the Wannier orbital the
normalized function head of the LMTO %H which is a solu-
tion to the radial Shrödinger equation matching to a Hankel
function at zero energy at the atomic sphere boundary. The
Wannier function of the d band is a substantial mixture of the
original LMTO atomic d orbital with other s and p orbitals.
In this paper, we investigate the importance of the energy

dependence of U. Therefore, we shall compare the results
obtained from Eq. (6) with those of a Hamiltonian approach
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The electronic self-energy ⌃(i!) containing the Coulomb
correlation e↵ects is computed using the TRIQS CT-
HYB solver.

B. Methods: TRIQS and SOM

C. G(⌧) complicated nature for CoC

[MV: assymetric hybridization - computational e↵orts]

III. DFT SETUP

[RM: VASP citation also in Intro]
DFT simulations have been performed to find an equi-

librium geometry of Co impurity on top of the single-
layered graphene sheet. We explored top and hollow po-
sitions of Co adatom over 3x3x1 graphene surface during
relaxation. This part was done in the framework of VASP
package with PAW basis sets. The cut-o↵ energy for
basis vectors was chosen as 500 eV. LDA (LSDA) func-
tionals with GGA type of approximation for exchange-
correlation part were used to calculate ground state of
the relaxed systems. The relaxation was performed on
12x12x1 gamma-centered k-point mesh until forces were
less than 0.01 eV/A.

[Comparison of atomic heights with TOW]

A. Hybridization extraction

[Discussion on impurity levels, comparison to the pre-
vious works.]
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B. cRPA calculation of the screened Coulomb
matrix

The e↵ective (screened) Coulomb interaction matrix
has been obtained for the given lattice impurity geom-
etry using the constrained random phase approxima-
tion (cRPA). We have employed Spex-Fleur program,
a part of the Julich FLAPW code family. It is based
on the full-potential linearized augmented-plane-wave
(FLAPW) method, and uses maximally localized Wan-
nier functions (MLWFs)
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FIG. 1. Hybridization function for 5 d-orbitals of Co impurity
obtained with PLO method

More on discussion of the cRPA applicability soon: Hi-
roshi Shinaoka 10.1103/PhysRevB.91.245156
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and GGA PAW
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TABLE I. Occupations from LDA after projec-
tion by the PLO method. The energy window
was taken such that the occupation agrees with
the one of Co supplied in the VASP pseudopten-
tial package.

E2 E1 A1 E1 E2

� ntot nxy nyz nz2 nxz nx2�y2

10 8.2016 0.8093 0.7487 0.9859 0.7485 0.8084
20 8.2216 0.8056 0.7569 0.9876 0.7568 0.8048

[Artifacts of temperature dependence during extrac-
tion]

TABLE II. Crystal field splittings from
LDA after projection by PLO method.

E2 E1 A1 E1 E2

� "xy "yz "z2 "xz "x2�y2

10 -0.720 -0.546 -0.711 -0.541 -0.714
20 -0.668 -0.494 -0.659 -0.489 -0.662

[Di↵erences between orbitals within one representation
coincide within 10�2.]
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Magnetism of Fe, Co, Ni

Iron (Tc=1041 K) Cobalt (Tc=1394 K) Nickel (Tc=633 K)

Ferromagnetism of iron
is known from ancient times
Hippocrates – 440 BC 
Lucretius – 100 BC



Coexistence of localized and itinerant behavior

Local magnetic moments exists above TC
- Curie-Weiss law, spectroscopy, neutrons

d electrons are itinerant 
- FS, chemical bonding, transport

Iron Fermi Surface

S. Hershfield http://www.phys.ufl.edu/fermisurface



Itinerant ferromagnetism

Stoner

T=0

T<Tc
T>Tc

Heisenberg Hubbard

clean system. The problem is particularly acute in the
case of high-temperature superconductors, where
some researchers claim that disorder effects are mask-
ing phase transitions that are crucial to understanding
the origin of the superconducting behaviour. This dou-
ble difficulty – not being able to make the samples per-
fectly clean, and not knowing theoretically what they
would do if they were – is at the core of much of modern
condensed-matter physics.

Enter cold atoms
The task of predicting the behaviour of the Hubbard
model in two or three dimensions is daunting. The 1D
case is special because in order for two electrons to pass
each other, they must actually pass through each other.
This simplifies the problem in the same way that queu-
ing simplifies the post office: it allows theorists (or post-
office staff) to deal with one interaction event at a time.
This simplification allows theorists to formulate a very
large number of conservation laws, and the solution of
the 1D problem is built on these.

The 2D problem is qualitatively different. It has so
far resisted exact solution, and the approximations that
theorists are forced to make to “solve” it are quite
crude. For example, a common approach is to assume
that “fast” electrons in the material are moving through

a “slow” magnetic background. But in the Hubbard
model there is really only one intrinsic timescale, so it is
difficult to justify these techniques. It is also far from
clear that these methods are sufficient to capture the
essential physics. Conventional computer simulations
also face formidable obstacles, as the complexity of the
problem grows very quickly with the size of the system.
In practice, only a few lattice sites containing a hand-
ful of particles can be simulated directly; even with the
fastest supercomputers, the full Hubbard model (with-
out approximations) can only be simulated in simple
systems like 16 atoms arranged in a 4×4 lattice.

But help may be at hand from an unlikely quarter:
atomic physics. Ultracold atoms trapped in crossed
laser beams (an “optical lattice”) can, under certain
circumstances, also be described by the Hubbard
model. In such cold-atom systems, atoms play the role
of electrons, and the optical lattice supplies the peri-
odic potential in which they move – an “artificial crys-
tal of light”, as atomic physicist Immanuel Bloch of 
the University of Mainz in Germany described it in
Physics World (April 2004 pp25–29). The same quan-
tum-mechanical rules that govern electrons in a metal
also apply to the atoms in the “crystal”. This means that
these atomic systems could in principle be used as a
kind of analogue computer to examine the behaviour of

Those who knew John Hubbard describe him as
a very shy man – to the point that others, who
did not know him so well, may have perceived
him as somewhat aloof. Born on 27 October
1931, Hubbard was educated first at Hampton
Grammar school and then at Imperial College,
London, where he obtained his PhD in 1958
under Stanley Raimes. Unusually for his time
and social context, he lived with his parents in
Teddington throughout his university education.

At the end of his PhD, Hubbard was recruited
to the Atomic Energy Research Establishment in
Harwell, Oxfordshire, by Brian Flowers, who was
then heading the theory division. An anecdote
from this period of Hubbard’s career illustrates
his retiring personality. While at Imperial,
Hubbard had dealt with the project assigned to
him for his PhD fairly quickly, and had then
looked for a more challenging problem. At the
time, quantum-field-theory methods, particularly
Feynman diagrams, were being applied to
problems in many-body theory. However, it was
difficult to bring the same methods to bear on
the many-electron problem – relevant to 
solid-state systems – because the Coulomb
interaction between electrons made quantities
like the total energy diverge.

Hubbard realized that these divergences
could be controlled: the trick was to sum up an
infinite series of a particular class of Feynman
diagrams. When Hubbard arrived in Harwell, he
mentioned this to Flowers, who wanted to see
the paper. Alas, there was no paper, Hubbard
explained, because when he was about to write

it up he saw an article by other researchers who
had introduced a different method to solve the
same problem. Hubbard had found their
method physically appealing, checked privately
that their results coincided with his, and
concluded there was no need for an additional
publication on the topic. Flowers then issued an
explicit order that Hubbard should publish his
groundbreaking work.

Hubbard’s most famous papers are the series
he wrote on his eponymous model, starting in
1963. He was not the only one working on the
strong-correlations problem: some months
earlier, Takeo Izuyama, working at Nagoya
University, and Duk-Joo Kim and Ryogo Kubo, 
at the University of Tokyo, both in Japan, had
argued that a proper description of correlations
in metals with strong electron–electron
interactions could explain the observed 
spin-wave spectrum. Martin Gutzwiller, who was
then working at IBM’s research laboratories in
Zürich, had also produced essentially the same

model. Yet it was Hubbard’s calculations that
showed that the model that now bears his name
could in fact describe both the metallic and
insulating behaviour as two extremes of the
same thing. His application of a Green’s function
technique to the model was a template for many
other works in condensed-matter theory, and his
papers from that time contain many crucial
insights, such as the existence of so-called
Hubbard bands that are a main feature of our
current understanding of Mott insulators.

Eventually, Hubbard became the leader of 
the solid-state theory group at Harwell, and 
Walter Marshall succeeded Flowers as head of
the theory division. Unlike the shy Hubbard,
Marshall, who was also an excellent theorist,
was very proactive in hunting for personnel and
for funding. This was a blessing in disguise for
Hubbard, as Marshall ignored Hubbard’s
reticence completely and kept “parachuting”
postdocs into his group.

Hubbard left the UK for the US in 1976,
following Marshall's promotion to director of the
Atomic Energy Research Establishment and a
subsequent major reform of its facilities in
Harwell. He joined Brown University and the 
IBM Laboratories in San José, California, where
his research focused on the study of critical
phenomena: phase transitions near which
universal behaviour, independent of material-
specific properties, is observed. He died, aged
just 49, in San José on 27 November 1980.
(Main source: Stephen Lovesey, private
communications)
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Magnetism of metals: LDA+DMFT

A. L., M. Katsnelson and G. Kotliar, PRL(2001)
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PES: satellite structure in Ni
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FIG. 2. (color online) Spin-resolved d -orbital spectral function of

bulk Ni obtained with UH D 15 eV. The middle panel corresponds

to the full Coulomb vertex, the bottom panel to the truncated vertex.

The atomic d9 ! d8 transitions are displayed at an arbitrary scale

and position in the middle panel for comparison with the shape of

the satellite. The top panel shows the d -orbital occupation in the first

5000 many-body final states corresponding to the cluster Hamiltonian

with the full vertex.

it is thus more than 1 eV too small to be applicable in our case.
The so-called around mean-field form26 of UH, which should
nominally be more accurate in a metallic system like nickel,
provides an even smaller and hence less appropriate value.

The experimentally determined magnetization of the fcc
nickel is approximately 0.6 !B per atom.35 Our calculations
slightly underestimate this quantity even though the cluster
solution, from which the spin-dependent selfenergy is ex-
tracted, displays the maximal polarization characterized by
md D 5 ! nd#.

The number of d electrons cannot be unambiguously defined
in a solid and as such it does not represent a particularly useful
measure of quality of our ground state. The d -band filling in
nickel is often estimated as 9.4 per atom based on the measured
magnetic moment and the assumption of the maximal d -shell
polarization,36 but reliability of this estimate is limited.

B. Valence-band spectrum

We find that one-particle spectra corresponding to the
double-counting potential UH in the range 15:0 ˙ 0:5 eV are
only barely distinguishable. Figure 2 shows the d -orbital spec-
tral function Im

P

m

!

Gm! .E ! i0/
"

=" for UH D 15 eV. The
displayed result is relatively disappointing: the width of the
main band (" 4 eV) as well as the exchange splitting are nearly
identical to those obtained with the spin-polarized LDA, and
thus share the same poor agreement with experiments. The
symmetry-resolved exchange splitting at the Fermi level is
given directly by the selfenergy and reads as

†eg".EF/ ! †eg".EF/ " 0:3 eV, (11)

†t2g".EF/ ! †t2g".EF/ " 0:8 eV. (12)

The d states near the Fermi level have predominantly the t2g

character, which leads to the apparent exchange splitting of
0:6 eV indicated with arrows in Fig. 2.

We identify the spectral features below 4:5 eV as the “6 eV
satellite”. It is strongly spin polarized in agreement with spin-
resolved photoemission experiments.37 In our calculations, the
energy-integrated spectral weight is about three times larger
for the majority spins than for the minority spins. Furthermore,
the minority-spin states are located at reduced binding ener-
gies, which was also observed experimentally.38 The calculated
characteristics of the satellite corroborate its explanation based
on transitions from the spin-polarized d 9 state to the d 8 final
states. An illustration of such atomic spectral lines is added to
Fig. 2 for comparison. The singlet final states 1D, 1G and 1S
exhibit a complete majority-spin polarization and lie deeper,
the triplet states 3F and 3P carry a partial polarization in the
opposite direction and lie shallower.

This simplified description of the satellite should not be
taken too literally, however, at least not within our computa-
tional scheme. We have calculated the d -orbital occupation
nd corresponding to the final states in our discretized impurity
model, the results are aligned with the bulk spectral function
in Fig. 2. Although nd indeed decreases as the binding energy
increases, it is still considerably larger than eight in the satel-
lite region where contributions from states with nd # 8:5 are
not an exception. This enhancement of nd is due to impurity–
bath hybridization as discussed at the end of the Appendix. It
is possible that nd is somewhat overestimated as a result of
compaction of the continuous bath into a few discrete levels.

As mentioned earlier, our calculations are rather insensi-
tive to a particular choice of the potential UH as long as it
exceeds a threshold of approximately 14.5 eV. For smaller UH

the impurity orbitals in the cluster start to depopulate, which
is accompanied with an increased intensity of the satellite.
This result is in accord with experiments alloys of Ni with
electropositive metals.39,40

Finally, we compare spectral functions calculated with two
versions of the Coulomb operator: the full spherically sym-
metric vertex discussed so far, and the diagonal-only vertex
employed in the Hirsch–Fye QMC method.17 Figure 2 shows
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FIG. 1. Curie Temperature in iron and nickel. Ferromagnetic order parameter in bcc-iron (a) and in fcc-nickel (b)
as a function of temperature. The Curie temperature TC is signalled by the magnetisation dropping to zero. For nickel
we obtain TC = 600K, very close to the experimental value of 627K [15]. Our estimated TC for iron is around 1500K, i.e.
roughly 30% larger than the experimental one of 1044K [15] (for a discussion, see Methods, where also a description of the three
parametrization used for the Coulomb interaction can be found). c, Imaginary part of the Matsubara self-energies. Im⌃(i⌫n!0)
is inversely proportional to the lifetime of the quasiparticles. Contrary to nickel, the scattering rate in iron at ambient pressure is
large, even though the insulating-like shape of the Density-Density eg-self-energy is replaced by an upturn at small frequencies in

Kanamori and full-Coulomb. e, Temperature dependence of the local spin susceptibility �!=0
loc (T ) = g2

R �

0
d⌧

P
ij

⌦
Si
z(⌧)S

j
z(0)

↵

in iron, calculated with DFT+DMFT. Calculations are performed following the non-ordered magnetic phase, also below the
ferromagnetic transition temperature TC at which the uniform (Q=0) susceptibility diverges (not shown). This shows how,
above as well as below TC, �

!=0
loc (T ) displays in iron a marked “1/T” behaviour, indicative of the existence of robust local

magnetic moments. The DFT+DMFT data are compared to the uncorrelated and “bubble” susceptibilities, i.e. calculated
respectively from the bare and “dressed” Green’s functions, neglecting the e↵ect of vertex corrections. In the inset to e we show
the decay in imaginary time ⌧ of the local spin susceptibility at two di↵erent temperatures for Density-Density (red curves)
and Kanamori (blue curves). The fact that �loc(⌧ =�/2) is going to zero much more slowly than � indicates the existence of
persistent local moments at these temperatures.

Ferromagnetic transition temperatures96

The Curie temperature (TC) of iron and nickel has97

been the object of several studies, in particular using98

the merger of density functional theory and dynamical99

mean-field theory (DFT+DMFT) [16–18]. This theoret-100

ical approach gives reliable results for three-dimensional101

materials with large coordination number, and is able to102

access the magnetic as well as the non-ordered phase103

above TC. The latter is described by DFT+DMFT104

as non-vanishing local magnetic moments with strong105

quantum fluctuations, which is crucial for the physics106

of correlated itinerant magnets [19]. The hitherto pub-107

lished results di↵er in the Coulomb matrix elements Uijkl108

and in the approximation in which they are treated in109

the many-body part of the algorithm (DMFT) [9, 20, 21].110

To calculate TC we use ab-initio-estimated Uijkl and111

go, for the first time, beyond the so-called “Density-112

Density” and Kanamori parametrizations (see Methods113

and Ref.[22]). This allows us not only to improve the114

agreement with the experimental transition tempera-115

tures but, even more importantly, to make a step for-116

ward in the understanding of the di↵erences between117

these two itinerant magnets. In Fig. 1a and b we show118

the DFT+DMFT magnetisation curves. The agreement119

with the experimental TCs is very good (for the over-120

estimate of TC in iron see related discussion in Meth-121

ods). There is however a substantial dependence on the122

parametrization of the Coulomb interaction, which re-123

flects the big influence of electron-electron interaction124

in iron and nickel. Our DFT+DMFT spectra (see Sup-125

plementary information) also reproduce the known sig-126

natures of correlation in both materials, in particular127

the visible spin-polarised photoemission satellite around128
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DFT+DMFT SPECTRA

Spectral information can be obtained from CT-QMC data via a transformation of the Green’s function from imaginary
time or Matsubara axis to real energy. Since this transformation is mathematically ill-defined and the QMC data
is inherently noisy, one has to resolve to special techniques, such as maximum entropy [26] or stochastic analytical
continuation [27, 28]. Here we use the stochastic optimization method for analytical continuation developed by
Mishchenko et al. [23–25] to obtain spectra from the imaginary time Green’s function. Since the spectra are not the
main focus of this work, we only discuss them here briefly.
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FIG. 2: Spectra of the 3d shell for Fe using the three parametrizations of the interaction as discussed above. The top row
shows the majority, the bottom row the minority spin channel.

The results for Fe are shown in Fig. 2 for the three parametrizations of the interaction used. The spectra generally
agree well with photoemission experiments [30–32], showing a principal peak below the Fermi level, a secondary peak
at about 2eV binding energy, as well as additional features at higher binding energies with a potential sattelite at
about 6-7eV. The spectra undergo an evolution as a function of the parametrization of the Coulomb interaction,
showing more multiplett features when going form density-density (panels a,b in Fig. 2) towards the full inclusion of
Uijkl (e,f in Fig. 2). This is somewhat expected, due to the large e↵ects of the Coulomb interaction on the electronic
structure of iron in general, as discussed in the main text.
For Ni the situation is complicated by the long history of the sattelites in the photoemission spectrum. Our results for
Ni are shown in Fig. 3 for the three parametrizations of the interaction used. Here, the spectra do not vary as strongly
as in the case of iron. This is again not unexpected, since the di↵erent parametrizations do not have such a strong
e↵ect in Ni. Only small changes in the intensities and positions of features are observed. Comparing to experiments
we identify a large principal peak, a sholder next to it, as well as an additinal peak at about 2eV binding energy
[31, 33–35]. Apart from these, we see only one additional satellite around 6�8eV binding energy, which we identify as
the ”6eV valence band satellite”. In Fig. 4 we show an enlarged version of the satellite region. The whole spectrum
below about 4eV binding energy shows stronger majority than minority character, in accordance with experiment
[36, 37]. We find the relative spin polarization (majority-spin minus minority-spin divided by their sum) to be between
40% (density-density) and 35% (Kanamori, Full) for the satellite depending on the parametrization of the Coulomb
interaction. We do not see additional spectral features beyound the energy regions shown. Satellites reported at
higher binding energies have been identified in Ref. [33] as potential artifacts of data subtraction procedures.
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FIG. 3: Spectra of the 3d shell for Ni using the three parametrizations of the interaction as discussed above. The top row
shows the majority, the bottom row the minority spin channel.
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3d-Magnets at high pressure

Fe and Ni and their alloys under pressure
from ambient to Earth‘s core condition

Earth‘s magnetism



What about Nickel ? 

² comparable el-el scattering 
as in Fe

BUT
² much less Fermi-liquid-like !!!

(no T2 –behavior visible)

v A.Hausoel, M. Karolak, E. Sasioglu,  
A.I. Lichtenstein, K. Held,  A.A. Katanin,  
AT and G. Sangiovanni , Nat. Comm. (2017)
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I. INTRODUCTION

The discovery of superconductivity at 30 K in the
LaBaCuO ceramics by Bednorz and Müller (1986)
opened the era of high-Tc superconductivity, changing
the history of a phenomenon that had before been con-
fined to very low temperatures [until 1986 the maximum
value of Tc was limited to the 23.2 K observed in Nb3Ge
(Gavaler, 1973; Testardi et al., 1974)]. This unexpected
result prompted intense activity in the field of ceramic
oxides and has led to the synthesis of compounds with
increasingly higher Tc , all characterized by a layered
crystal structure with one or more CuO2 planes per unit
cell, and a quasi-two-dimensional (2D) electronic struc-
ture. By 1987, a Tc of approximately 90 K (i.e., higher
than the boiling point of liquid nitrogen at 77 K) was
already observed in YBa2Cu3O7!" (Wu et al., 1987).
The record Tc of 133.5 K (at atmospheric pressure) was
later obtained in the trilayer system HgBa2Ca2Cu3O8"x
(Schilling et al., 1993).

One may wonder whether the impact of the discovery
by Bednorz and Müller (1986) would have been some-
what overlooked if MgB2 , with its recently ascertained
39 K Tc , had already been discovered [Nagamatsu et al.
(2001); for a review see Day (2001)]. However, indepen-
dent of the values of Tc the observation of superconduc-
tivity in the ceramic copper oxides was in itself an unex-
pected and surprising result. In fact, ceramic materials
are typically insulators, and this is also the case for the
undoped copper oxides. However, when doped the latter
can become poor metals in the normal state and high-
temperature superconductors upon reducing the tem-
perature (see in Fig. 1 the phenomenological phase dia-
gram of electron- and hole-doped high-temperature
superconductors, here represented by Nd2!xCexCuO4
and La2!xSrxCuO4 , respectively). In addition, the de-
tailed investigation of their phase diagram revealed that
the macroscopic properties of the copper oxides are pro-
foundly influenced by strong electron-electron correla-
tions (i.e., large Coulomb repulsion U). Naively, this is
not expected to favor the emergence of superconductiv-
ity, for which electrons must be bound together to form
Cooper pairs. Even though the approximate T2 depen-
dence of the resistivity observed in the overdoped me-
tallic regime was taken as evidence for Fermi-liquid be-
havior, the applicability of Fermi-liquid theory (which
describes electronic excitations in terms of an interacting

gas of renormalized quasiparticles; see Sec. II.C) to the
‘‘normal’’ metallic state of high-temperature supercon-
ductors is questionable, because many properties do not
follow canonical Fermi-liquid behavior (Orenstein and
Millis, 2000). This breakdown of Fermi-liquid theory
and of the single-particle picture becomes most dramatic
upon approaching the undoped line of the phase dia-
gram (x#0 in Fig. 1), where one finds the antiferromag-
netic Mott insulator (see Sec. III). On top of this com-
plexity, it has long been recognized that also the
interplay between electronic and lattice degrees of free-
dom as well as the tendencies towards phase separation
are strong in these componds (Sigmund and Müller,
1993; Müller, 2000).

The cuprate high-temperature superconductors have
attracted great interest not only for the obvious applica-
tion potential related to their high Tc , but also for their
scientific significance. This stems from the fact that they
highlight a major intellectual crisis in the quantum
theory of solids, which, in the form of one-electron band
theory, has been very successful in describing good met-
als (like Cu) but has proven inadequate for strongly cor-
related electron systems. In turn, the Bardeen-Cooper-
Schrieffer (BCS) theory (Bardeen et al., 1957; see also
Schrieffer, 1964), which was developed for Fermi-liquid-
like metals and has been so successful in describing con-
ventional superconductors, does not seem to have the
appropriate foundation for the description of high-Tc
superconductivity. In order to address the scope of the
current approach in the quantum theory of solids and
the validity of the proposed alternative models, a de-
tailed comparison with those experiments that probe the
electronic properties and the nature of the elementary
excitations is required.

In this context, angle-resolved photoemission spec-
troscopy (ARPES) plays a major role because it is the
most direct method of studying the electronic structure
of solids (see Sec. II). Its large impact on the develop-
ment of many-body theories stems from the fact that this
technique provides information on the single-particle
Green’s function, which can be calculated starting from a

FIG. 1. Phase diagram of n- and p-type superconductors,
showing superconductivity (SC), antiferromagnetic (AF),
pseudogap, and normal-metal regions.
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SC

temperature, momentum, and energy, with high-
precision measurements of the polar Kerr effect
(PKE) and time-resolved reflectivity (TRR). Bi2201
was chosen to avoid the complications resulting
from bilayer splitting and strong antinodal bosonic
mode coupling inherent to Bi2Sr2CaCu2O8+d

(Bi2212) (1).WhereasARPES is a surface probe,
PKE enables us to monitor a bulk, thermody-
namic (via the fluctuation-dissipation theorem)
property that has proven (28) to be a sensitive
probe of the onset of a broken-symmetry state,
and TRR gives complementary information on
the bulk, near-equilibrium dynamics of the system.

We will first analyze our ARPES data col-
lected in different temperature regions. Above
T*, Pb-Bi2201 has a simple one-band band struc-
ture (right side of Fig. 1). For each cut in mo-
mentum space perpendicular to G-M [(0,0)-(p,0)]
(C1 to C7 in Fig. 1), the only distinct feature in
the corresponding Fermi-function–divided (27)
energy distribution curves (EDCs) is a maximum
(red circles in Fig. 2, A to G). As a function of the
y component of the wave vector (ky), the maxima
have an approximately parabolic dispersion for

Fig. 1. Fermi surface maps mea-
sured below Tc at 10 K (left) and
above T* at 172 K (right) in the
same momentum-space region
(flipped for display). Dashed white
lines labeled C1 to C7 depict the
cuts along which the EDCs shown in
Fig. 2, A toN,weremeasured.Magenta
squares labeled P1 to P16 along M-G
indicate momenta where EDCs in Fig.
2, V and W, were measured. Red and
blue squares on the left indicate mo-
menta of the Fermi-level crossing kF
(kF1 and kF2 in Fig. 2, A to G) at 172
K and back-bending kG (black arrows
in Fig. 2, O to S) at 10 K of the dis-
persion of the EDC maximum along
cuts C1 to C7. Red and blue circles
on the right indicate momenta of
identifiable peaks in the momentum
distribution curves (measured along
cuts parallel to cut C7) at EF at 172 K and 10 K, respectively. The solid red curves are a guide to the eye for the
red squares and circles, whereas the dashed blue curve is the guide for the blue squares; together they show
an increased kG−kF misalignment going away from the nodal toward the antinodal region. The magenta-
shaded region is approximately where multiple EDC features are found at 10 K.
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Fig. 2. (A to G) and (H toN) Selected EDCs at 172 K and at 10 K, respectively,
for cuts C1 to C7, nearly perpendicular to G-M (Fig. 1). Each EDC corresponds to
a white point in the cuts in Fig. 1. EDCs inmagenta and orange are located close
to kF. (O toU) Dispersions of the EDC features in (A) to (N) for cuts C1 to C7. For
each dispersion curve, every other symbol corresponds to an EDC in (A) to (N).

Error bars are estimated based on the sharpness of features, to be T3 meV
minimum and T8 meV maximum [examples shown in (O)] based on different
EDC analyses (27). (V andW) EDCs at momenta P1 to P16 along M-G (Fig. 1) at
172 K and 10 K, respectively. Circles denote the EDC shoulder feature (solid
green) and the EDC maximum feature at 10 K (blue) and at 172 K (red).
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E - EF (eV) E - EF (eV)

Arpes EDC for cuts along Brillouin-
zone boundary (near (π,0)), almost 
optimally doped Pb-Bi2201 with Tc 
of 38K, T* of 132K

172 K (NS) 10 K (SC)

each cut (red circles in Fig. 2, O to U); the band
bottom lies on the G-M axis, and the dispersion
crosses the Fermi level (EF) at two momenta, kF
(kF1 and kF2). The binding energy of the band

bottom monotonically decreases from near G to
M (Fig. 2, O to U). We take the Fermi-level
crossings of this single band to define the Fermi
surface. Despite the simplicity of the electronic

structure above T*, the width and energy-
dependent broadening of the EDC maximum
features, along with the familiar strange metal
behavior seen in transport, imply that the system
is not well described as a Fermi liquid.

We now turn to the temperature region below
Tc. Here, the entire Fermi surface is gapped ex-
cept at the nodal points (kF lying on the zone
diagonal). In the nodal region, consistent with
previous reports (4, 5, 11, 12), a d-wave–like gap
along the Fermi surface is observed that we quan-
tify as the energy position of the EDC maximum
(blue circles) at kF (Fig. 2, L to N). This max-
imum is still the only identifiable feature in the
EDC. By comparing the EDCs in Fig. 2, E to G,
with those in Fig. 2, L to N, we see that the peaks
of EDCs near kF are much sharper below Tc than
above T*; however (perhaps surprisingly), the
peaks well away from kF appear broader but with
larger experimental uncertainties (also see Fig. 2,
Vand W).

Away from the nodal region, the dispersion
along each cut rises to a minimum binding en-
ergy and then bends back (Fig. 2, H to K). These
back-bendings (black arrows in Fig. 2, O to S)
occur at momenta kG (kG1 and kG2), which are
increasingly separated from the Fermi surface
(compare blue and red squares on the left side of
Fig. 1) toward the antinodes (kF lying on the zone
boundary). Note that, for a superconducting gap,
as a consequence of the particle-hole symmetry,
one would expect kG ≅ kF (fig. S6), as is the case

Fig. 4. (A and B)
Selected EDCs at 40 K
and 22 K along cut C1
(Fig. 1). See Fig. 2, A
and H, for data at 172 K
and 10 K, and fig. S1, A
to E, for other interme-
diate temperatures. (C)
Antinodal EDCs at 10 K
after dividing by the 40
K counterparts, covering
themomentum range in-
dicated by the gray bar
in (H), in comparisonwith
those in (D) taken in a
similar range at 30 K on
an OP Bi2212 sample.
Nondispersive peaks are
seen in both cases de-
spite different sharpness
and energy positions. (E
to G) EDCs at different
fixedmomenta [specified
in (A) and (H)] and tem-
peratures around Tc. The
counterintuitive increase
of the antinodal gap, de-
fined by the energy posi-
tion of the EDCmaximum
in (F) and (G), with temperature rising above Tc, cannot be understood with a
single energy scale assumed. (Insets) Corresponding EDCs divided by the 60 K
counterpart, showing the peaks losing definition above Tc (fig. S2E). (H) Summary
for the dispersions of related EDC features across and below Tc. Vertical arrows

specify momenta M, kF2 at 172 K, and kG2 at 10 K. Apparent asymmetry of the
dispersions across M is due to a finite deviation of the cut from the high-symmetry
direction and a subtle balance of spectral weight between different features in the
EDC. All EDC features and error bars are similarly determined as in Fig. 2.
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fig. S1F and (29)]. ARPES
results are normalized to
the80Kvalues (free from
the interference of fluc-
tuating superconductivity).
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is a guide to the eye for
the PKE data, showing a
mean-field–like critical
behavior close to T* [see
additional discussion in
(27)]. (Left inset) Tem-
perature dependence of
the transient reflectivity
changemeasured by TRR
(right axis). The dashed
black curve (left axis) is reproduced from the main panel. Error bars (if not visible) are smaller than the
symbol size. (Right inset) Dispersion of the EDC maximum at various temperatures above Tc, summa-
rizing the results of Figs. 2A and 4A and fig. S1, A to E. All data were taken on samples from the same
growth and annealing batch, except those reproduced from (29) on differently annealed samples.
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temperature, momentum, and energy, with high-
precision measurements of the polar Kerr effect
(PKE) and time-resolved reflectivity (TRR). Bi2201
was chosen to avoid the complications resulting
from bilayer splitting and strong antinodal bosonic
mode coupling inherent to Bi2Sr2CaCu2O8+d

(Bi2212) (1).WhereasARPES is a surface probe,
PKE enables us to monitor a bulk, thermody-
namic (via the fluctuation-dissipation theorem)
property that has proven (28) to be a sensitive
probe of the onset of a broken-symmetry state,
and TRR gives complementary information on
the bulk, near-equilibrium dynamics of the system.

We will first analyze our ARPES data col-
lected in different temperature regions. Above
T*, Pb-Bi2201 has a simple one-band band struc-
ture (right side of Fig. 1). For each cut in mo-
mentum space perpendicular to G-M [(0,0)-(p,0)]
(C1 to C7 in Fig. 1), the only distinct feature in
the corresponding Fermi-function–divided (27)
energy distribution curves (EDCs) is a maximum
(red circles in Fig. 2, A to G). As a function of the
y component of the wave vector (ky), the maxima
have an approximately parabolic dispersion for

Fig. 1. Fermi surface maps mea-
sured below Tc at 10 K (left) and
above T* at 172 K (right) in the
same momentum-space region
(flipped for display). Dashed white
lines labeled C1 to C7 depict the
cuts along which the EDCs shown in
Fig. 2, A toN,weremeasured.Magenta
squares labeled P1 to P16 along M-G
indicate momenta where EDCs in Fig.
2, V and W, were measured. Red and
blue squares on the left indicate mo-
menta of the Fermi-level crossing kF
(kF1 and kF2 in Fig. 2, A to G) at 172
K and back-bending kG (black arrows
in Fig. 2, O to S) at 10 K of the dis-
persion of the EDC maximum along
cuts C1 to C7. Red and blue circles
on the right indicate momenta of
identifiable peaks in the momentum
distribution curves (measured along
cuts parallel to cut C7) at EF at 172 K and 10 K, respectively. The solid red curves are a guide to the eye for the
red squares and circles, whereas the dashed blue curve is the guide for the blue squares; together they show
an increased kG−kF misalignment going away from the nodal toward the antinodal region. The magenta-
shaded region is approximately where multiple EDC features are found at 10 K.
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Fig. 2. (A to G) and (H toN) Selected EDCs at 172 K and at 10 K, respectively,
for cuts C1 to C7, nearly perpendicular to G-M (Fig. 1). Each EDC corresponds to
a white point in the cuts in Fig. 1. EDCs inmagenta and orange are located close
to kF. (O toU) Dispersions of the EDC features in (A) to (N) for cuts C1 to C7. For
each dispersion curve, every other symbol corresponds to an EDC in (A) to (N).

Error bars are estimated based on the sharpness of features, to be T3 meV
minimum and T8 meV maximum [examples shown in (O)] based on different
EDC analyses (27). (V andW) EDCs at momenta P1 to P16 along M-G (Fig. 1) at
172 K and 10 K, respectively. Circles denote the EDC shoulder feature (solid
green) and the EDC maximum feature at 10 K (blue) and at 172 K (red).
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show strong Jahn-Teller (J.T.) effects [13]. While 
SrFe(VI)O3 is distorted perovskite insulator, 
LaNi(III)O3 is a J.T. undistorted metal in which the 
transfer energy b~ of the J.T. eg electrons is sufficiently 
large [14] to quench the J.T. distortion. In analogy 
to Chakraverty's phase diagram, a J.T.-type polaron 
formation may therefore be expected at the border- 
line of the metal-insulator transition in mixed perovs- 
kites, a subject on which we have recently carried 
out a series of investigations [15]. Here, we report 
on the synthesis and electrical measurements of com- 
pounds within the B a - L a - C u - O  system. This sys- 
tem exhibits a number of oxygen-deficient phases 
with mixed-valent copper constituents [16], i.e., with 
itinerant electronic states between the non-J.T. Cu a + 
and the J.T. Cu z+ ions, and thus was expected to 
have considerable electron-phonon coupling and me- 
tallic conductivity. 

lI. Experimental 

1. Sample Preparation and Characterization 

Samples were prepared by a coprecipitation method 
from aqueous solutions [17] of Ba-, La- and Cu-ni- 
trate (SPECPURE JMC) in their appropriate ratios. 
When added to an aqueous solution of oxalic acid 
as the precipitant, an intimate mixture of the corre- 
sponding oxalates was formed. The decomposition 
of the precipitate and the solid-state reaction were 
performed by heating at 900 ~ for 5 h. The product 
was pressed into pellets at 4 kbar, and reheated to 
900 ~ for sintering. 

2. X-Ray Analysis 

X-ray powder diffract 9 (System D 500 SIE- 
MENS) revealed three individual crystallographic 
phases. Within a range of 10 ~ to 80 ~ (20), 17 lines 
could be identified to correspond to a layer-type per- 
ovskite-like phase, related to the K2NiF, structure 
( a=3 .79~  and c=13.21 ~) [16]. The second phase 
is most probably a cubic one, whose presence depends 
on the Ba concentration, as the line intensity de- 
creases for smaller x(Ba). The amount of the third 
phase (volume fraction > 30% from the x-ray intensi- 
ties) seems to be independent of the starting composi- 
tion, and shows thermal stability up to 1,000 ~ For 
higher temperatures, this phase disappears progres- 
sively, giving rise to the formation of an oxygen-defi- 
cient perovskite (La3Ba3Cu601,) as described by Mi- 
chel and Raveau [16]. 
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Fig. 1. Temperature dependence ofresistivityin Ba~Las _=Cu505 (a y) 
for samples with x ( B a ) =  1 (upper curves, left scale) and x ( B a ) =  
0.75 (lower curve, right scale). The first two cases also show the 
influence of  current density 

3. Conductivity Measurements 

The dc conductivity was measured by the four-point 
method. Rectangular-shaped samples, cut from the 
sintered pellets, were provided with gold electrodes 
and contacted by In wires. Our measurements be- 
tween 300 and 4.2 K were performed in a continuous- 
flow cryostat (Leybold-Hereaus) incorporated in a 
computer-controlled (IBM-PC) fully-automatic sys- 
tem for temperature variation, data acquisition and 
processing. 

For samples with x(Ba)_<l.0, the conductivity 
measurements, involving typical current densities of 
0.5 A/cm 2, generally exhibit a high-temperature me- 
tallic behaviour with an increase in resistivity at low 
temperatures (Fig. 1). At still lower temperatures, a 
sharp drop in resistivity (>90%) occurs, which for 
higher currents becomes partially suppressed (Fig. 1 : 
upper curves, left scale), This characteristic drop has 
been studied as a function of annealing conditions, 
i.e., temperature and 02 partial pressure (Fig. 2). For 
samples annealed in air, the transition from itinerant 
to localized behaviour, as indicated by the minimum 
in resistivity in the 80 K range, is not very pro- 
nounced. Annealing in a slightly reducing atmo- 
sphere, however, leads to an increase in resistivity 
and a more pronounced localization effect. At the 
same time, the onset of the resistivity drop is shifted 
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I. INTRODUCTION

The discovery of superconductivity at 30 K in the
LaBaCuO ceramics by Bednorz and Müller (1986)
opened the era of high-Tc superconductivity, changing
the history of a phenomenon that had before been con-
fined to very low temperatures [until 1986 the maximum
value of Tc was limited to the 23.2 K observed in Nb3Ge
(Gavaler, 1973; Testardi et al., 1974)]. This unexpected
result prompted intense activity in the field of ceramic
oxides and has led to the synthesis of compounds with
increasingly higher Tc , all characterized by a layered
crystal structure with one or more CuO2 planes per unit
cell, and a quasi-two-dimensional (2D) electronic struc-
ture. By 1987, a Tc of approximately 90 K (i.e., higher
than the boiling point of liquid nitrogen at 77 K) was
already observed in YBa2Cu3O7!" (Wu et al., 1987).
The record Tc of 133.5 K (at atmospheric pressure) was
later obtained in the trilayer system HgBa2Ca2Cu3O8"x
(Schilling et al., 1993).

One may wonder whether the impact of the discovery
by Bednorz and Müller (1986) would have been some-
what overlooked if MgB2 , with its recently ascertained
39 K Tc , had already been discovered [Nagamatsu et al.
(2001); for a review see Day (2001)]. However, indepen-
dent of the values of Tc the observation of superconduc-
tivity in the ceramic copper oxides was in itself an unex-
pected and surprising result. In fact, ceramic materials
are typically insulators, and this is also the case for the
undoped copper oxides. However, when doped the latter
can become poor metals in the normal state and high-
temperature superconductors upon reducing the tem-
perature (see in Fig. 1 the phenomenological phase dia-
gram of electron- and hole-doped high-temperature
superconductors, here represented by Nd2!xCexCuO4
and La2!xSrxCuO4 , respectively). In addition, the de-
tailed investigation of their phase diagram revealed that
the macroscopic properties of the copper oxides are pro-
foundly influenced by strong electron-electron correla-
tions (i.e., large Coulomb repulsion U). Naively, this is
not expected to favor the emergence of superconductiv-
ity, for which electrons must be bound together to form
Cooper pairs. Even though the approximate T2 depen-
dence of the resistivity observed in the overdoped me-
tallic regime was taken as evidence for Fermi-liquid be-
havior, the applicability of Fermi-liquid theory (which
describes electronic excitations in terms of an interacting

gas of renormalized quasiparticles; see Sec. II.C) to the
‘‘normal’’ metallic state of high-temperature supercon-
ductors is questionable, because many properties do not
follow canonical Fermi-liquid behavior (Orenstein and
Millis, 2000). This breakdown of Fermi-liquid theory
and of the single-particle picture becomes most dramatic
upon approaching the undoped line of the phase dia-
gram (x#0 in Fig. 1), where one finds the antiferromag-
netic Mott insulator (see Sec. III). On top of this com-
plexity, it has long been recognized that also the
interplay between electronic and lattice degrees of free-
dom as well as the tendencies towards phase separation
are strong in these componds (Sigmund and Müller,
1993; Müller, 2000).

The cuprate high-temperature superconductors have
attracted great interest not only for the obvious applica-
tion potential related to their high Tc , but also for their
scientific significance. This stems from the fact that they
highlight a major intellectual crisis in the quantum
theory of solids, which, in the form of one-electron band
theory, has been very successful in describing good met-
als (like Cu) but has proven inadequate for strongly cor-
related electron systems. In turn, the Bardeen-Cooper-
Schrieffer (BCS) theory (Bardeen et al., 1957; see also
Schrieffer, 1964), which was developed for Fermi-liquid-
like metals and has been so successful in describing con-
ventional superconductors, does not seem to have the
appropriate foundation for the description of high-Tc
superconductivity. In order to address the scope of the
current approach in the quantum theory of solids and
the validity of the proposed alternative models, a de-
tailed comparison with those experiments that probe the
electronic properties and the nature of the elementary
excitations is required.

In this context, angle-resolved photoemission spec-
troscopy (ARPES) plays a major role because it is the
most direct method of studying the electronic structure
of solids (see Sec. II). Its large impact on the develop-
ment of many-body theories stems from the fact that this
technique provides information on the single-particle
Green’s function, which can be calculated starting from a

FIG. 1. Phase diagram of n- and p-type superconductors,
showing superconductivity (SC), antiferromagnetic (AF),
pseudogap, and normal-metal regions.
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SC

temperature, momentum, and energy, with high-
precision measurements of the polar Kerr effect
(PKE) and time-resolved reflectivity (TRR). Bi2201
was chosen to avoid the complications resulting
from bilayer splitting and strong antinodal bosonic
mode coupling inherent to Bi2Sr2CaCu2O8+d

(Bi2212) (1).WhereasARPES is a surface probe,
PKE enables us to monitor a bulk, thermody-
namic (via the fluctuation-dissipation theorem)
property that has proven (28) to be a sensitive
probe of the onset of a broken-symmetry state,
and TRR gives complementary information on
the bulk, near-equilibrium dynamics of the system.

We will first analyze our ARPES data col-
lected in different temperature regions. Above
T*, Pb-Bi2201 has a simple one-band band struc-
ture (right side of Fig. 1). For each cut in mo-
mentum space perpendicular to G-M [(0,0)-(p,0)]
(C1 to C7 in Fig. 1), the only distinct feature in
the corresponding Fermi-function–divided (27)
energy distribution curves (EDCs) is a maximum
(red circles in Fig. 2, A to G). As a function of the
y component of the wave vector (ky), the maxima
have an approximately parabolic dispersion for

Fig. 1. Fermi surface maps mea-
sured below Tc at 10 K (left) and
above T* at 172 K (right) in the
same momentum-space region
(flipped for display). Dashed white
lines labeled C1 to C7 depict the
cuts along which the EDCs shown in
Fig. 2, A toN,weremeasured.Magenta
squares labeled P1 to P16 along M-G
indicate momenta where EDCs in Fig.
2, V and W, were measured. Red and
blue squares on the left indicate mo-
menta of the Fermi-level crossing kF
(kF1 and kF2 in Fig. 2, A to G) at 172
K and back-bending kG (black arrows
in Fig. 2, O to S) at 10 K of the dis-
persion of the EDC maximum along
cuts C1 to C7. Red and blue circles
on the right indicate momenta of
identifiable peaks in the momentum
distribution curves (measured along
cuts parallel to cut C7) at EF at 172 K and 10 K, respectively. The solid red curves are a guide to the eye for the
red squares and circles, whereas the dashed blue curve is the guide for the blue squares; together they show
an increased kG−kF misalignment going away from the nodal toward the antinodal region. The magenta-
shaded region is approximately where multiple EDC features are found at 10 K.
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Fig. 2. (A to G) and (H toN) Selected EDCs at 172 K and at 10 K, respectively,
for cuts C1 to C7, nearly perpendicular to G-M (Fig. 1). Each EDC corresponds to
a white point in the cuts in Fig. 1. EDCs inmagenta and orange are located close
to kF. (O toU) Dispersions of the EDC features in (A) to (N) for cuts C1 to C7. For
each dispersion curve, every other symbol corresponds to an EDC in (A) to (N).

Error bars are estimated based on the sharpness of features, to be T3 meV
minimum and T8 meV maximum [examples shown in (O)] based on different
EDC analyses (27). (V andW) EDCs at momenta P1 to P16 along M-G (Fig. 1) at
172 K and 10 K, respectively. Circles denote the EDC shoulder feature (solid
green) and the EDC maximum feature at 10 K (blue) and at 172 K (red).
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E - EF (eV) E - EF (eV)

Arpes EDC for cuts along Brillouin-
zone boundary (near (π,0)), almost 
optimally doped Pb-Bi2201 with Tc 
of 38K, T* of 132K

172 K (NS) 10 K (SC)

each cut (red circles in Fig. 2, O to U); the band
bottom lies on the G-M axis, and the dispersion
crosses the Fermi level (EF) at two momenta, kF
(kF1 and kF2). The binding energy of the band

bottom monotonically decreases from near G to
M (Fig. 2, O to U). We take the Fermi-level
crossings of this single band to define the Fermi
surface. Despite the simplicity of the electronic

structure above T*, the width and energy-
dependent broadening of the EDC maximum
features, along with the familiar strange metal
behavior seen in transport, imply that the system
is not well described as a Fermi liquid.

We now turn to the temperature region below
Tc. Here, the entire Fermi surface is gapped ex-
cept at the nodal points (kF lying on the zone
diagonal). In the nodal region, consistent with
previous reports (4, 5, 11, 12), a d-wave–like gap
along the Fermi surface is observed that we quan-
tify as the energy position of the EDC maximum
(blue circles) at kF (Fig. 2, L to N). This max-
imum is still the only identifiable feature in the
EDC. By comparing the EDCs in Fig. 2, E to G,
with those in Fig. 2, L to N, we see that the peaks
of EDCs near kF are much sharper below Tc than
above T*; however (perhaps surprisingly), the
peaks well away from kF appear broader but with
larger experimental uncertainties (also see Fig. 2,
Vand W).

Away from the nodal region, the dispersion
along each cut rises to a minimum binding en-
ergy and then bends back (Fig. 2, H to K). These
back-bendings (black arrows in Fig. 2, O to S)
occur at momenta kG (kG1 and kG2), which are
increasingly separated from the Fermi surface
(compare blue and red squares on the left side of
Fig. 1) toward the antinodes (kF lying on the zone
boundary). Note that, for a superconducting gap,
as a consequence of the particle-hole symmetry,
one would expect kG ≅ kF (fig. S6), as is the case

Fig. 4. (A and B)
Selected EDCs at 40 K
and 22 K along cut C1
(Fig. 1). See Fig. 2, A
and H, for data at 172 K
and 10 K, and fig. S1, A
to E, for other interme-
diate temperatures. (C)
Antinodal EDCs at 10 K
after dividing by the 40
K counterparts, covering
themomentum range in-
dicated by the gray bar
in (H), in comparisonwith
those in (D) taken in a
similar range at 30 K on
an OP Bi2212 sample.
Nondispersive peaks are
seen in both cases de-
spite different sharpness
and energy positions. (E
to G) EDCs at different
fixedmomenta [specified
in (A) and (H)] and tem-
peratures around Tc. The
counterintuitive increase
of the antinodal gap, de-
fined by the energy posi-
tion of the EDCmaximum
in (F) and (G), with temperature rising above Tc, cannot be understood with a
single energy scale assumed. (Insets) Corresponding EDCs divided by the 60 K
counterpart, showing the peaks losing definition above Tc (fig. S2E). (H) Summary
for the dispersions of related EDC features across and below Tc. Vertical arrows

specify momenta M, kF2 at 172 K, and kG2 at 10 K. Apparent asymmetry of the
dispersions across M is due to a finite deviation of the cut from the high-symmetry
direction and a subtle balance of spectral weight between different features in the
EDC. All EDC features and error bars are similarly determined as in Fig. 2.
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Fig. 3. Temperature
dependence of Kerr ro-
tation (qK) measured by
PKE, in comparison with
that of the binding en-
ergy position of the EDC
maximum at kF given by
ARPES [reproduced from
fig. S1F and (29)]. ARPES
results are normalized to
the80Kvalues (free from
the interference of fluc-
tuating superconductivity).
The dashed black curve
is a guide to the eye for
the PKE data, showing a
mean-field–like critical
behavior close to T* [see
additional discussion in
(27)]. (Left inset) Tem-
perature dependence of
the transient reflectivity
changemeasured by TRR
(right axis). The dashed
black curve (left axis) is reproduced from the main panel. Error bars (if not visible) are smaller than the
symbol size. (Right inset) Dispersion of the EDC maximum at various temperatures above Tc, summa-
rizing the results of Figs. 2A and 4A and fig. S1, A to E. All data were taken on samples from the same
growth and annealing batch, except those reproduced from (29) on differently annealed samples.

-80

-40

E
-E

F
 (

m
eV

) 0

-0.25 0.0 0.25
ky (π)

40
60
80
100
130
150
172

T(K)=

kF1 kF2

Tc
15010050

T (K)

(E
-E

F
)/

(E
80

 K
-E

F
)

θ K
 (

µr
ad

)

PKE

T*

4

2

−∆
R

/R
 (

10
-5
)

ARPES

50 100 150

TRR Hashimoto
et. al.

1.0

0.5

0.0

1

0

www.sciencemag.org SCIENCE VOL 331 25 MARCH 2011 1581

REPORTS

 o
n 

Fe
br

ua
ry

 2
5,

 2
01

2
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fro
m

 

Ar
pe

s 
In

te
ns

ity
 (a

rb
itr

ar
y 

un
its

)

40 K (PG)

(0, 0)

(⇡, ⇡)

temperature, momentum, and energy, with high-
precision measurements of the polar Kerr effect
(PKE) and time-resolved reflectivity (TRR). Bi2201
was chosen to avoid the complications resulting
from bilayer splitting and strong antinodal bosonic
mode coupling inherent to Bi2Sr2CaCu2O8+d

(Bi2212) (1).WhereasARPES is a surface probe,
PKE enables us to monitor a bulk, thermody-
namic (via the fluctuation-dissipation theorem)
property that has proven (28) to be a sensitive
probe of the onset of a broken-symmetry state,
and TRR gives complementary information on
the bulk, near-equilibrium dynamics of the system.

We will first analyze our ARPES data col-
lected in different temperature regions. Above
T*, Pb-Bi2201 has a simple one-band band struc-
ture (right side of Fig. 1). For each cut in mo-
mentum space perpendicular to G-M [(0,0)-(p,0)]
(C1 to C7 in Fig. 1), the only distinct feature in
the corresponding Fermi-function–divided (27)
energy distribution curves (EDCs) is a maximum
(red circles in Fig. 2, A to G). As a function of the
y component of the wave vector (ky), the maxima
have an approximately parabolic dispersion for

Fig. 1. Fermi surface maps mea-
sured below Tc at 10 K (left) and
above T* at 172 K (right) in the
same momentum-space region
(flipped for display). Dashed white
lines labeled C1 to C7 depict the
cuts along which the EDCs shown in
Fig. 2, A toN,weremeasured.Magenta
squares labeled P1 to P16 along M-G
indicate momenta where EDCs in Fig.
2, V and W, were measured. Red and
blue squares on the left indicate mo-
menta of the Fermi-level crossing kF
(kF1 and kF2 in Fig. 2, A to G) at 172
K and back-bending kG (black arrows
in Fig. 2, O to S) at 10 K of the dis-
persion of the EDC maximum along
cuts C1 to C7. Red and blue circles
on the right indicate momenta of
identifiable peaks in the momentum
distribution curves (measured along
cuts parallel to cut C7) at EF at 172 K and 10 K, respectively. The solid red curves are a guide to the eye for the
red squares and circles, whereas the dashed blue curve is the guide for the blue squares; together they show
an increased kG−kF misalignment going away from the nodal toward the antinodal region. The magenta-
shaded region is approximately where multiple EDC features are found at 10 K.

ky

kX

C1

C7

C2 C4 C6

C3 C5

High

Low

Γ M
P16

10 K
(<TC)

172 K
 (>T*)

M

P1

-0.1 0.0 -0.1 0.0 -0.1 0.0 -0.1 0.0 -0.2 -0.1 0.0 -0.2 -0.1 0.0 -0.2 0.0

-0.25 0.0 0.25

ky (π)
-0.25 0.0 0.25-0.25 0.0 0.25 -0.25 0.0 0.25 -0.25 0.0 0.25 -0.25 0.0 0.25 -0.25 0.0 0.25

-50

0

-50

0

-50

0

-50

0

-100

0

-100

0

-200

0

E
-E

F 
(m

eV
)

C1 C7

P Q R S T UO

B C D E F GA

I J K L M NH

E-EF (eV)

In
te

ns
ity

 (a
rb

. u
ni

ts
)

kF1

kF2

kG1 kG2

-0.4 -0.2 0.0

V

W

P1

P16

P1

P16

kF1 kF2

10 K
(<TC)

172 K
 (>T*)

Fig. 2. (A to G) and (H toN) Selected EDCs at 172 K and at 10 K, respectively,
for cuts C1 to C7, nearly perpendicular to G-M (Fig. 1). Each EDC corresponds to
a white point in the cuts in Fig. 1. EDCs inmagenta and orange are located close
to kF. (O toU) Dispersions of the EDC features in (A) to (N) for cuts C1 to C7. For
each dispersion curve, every other symbol corresponds to an EDC in (A) to (N).

Error bars are estimated based on the sharpness of features, to be T3 meV
minimum and T8 meV maximum [examples shown in (O)] based on different
EDC analyses (27). (V andW) EDCs at momenta P1 to P16 along M-G (Fig. 1) at
172 K and 10 K, respectively. Circles denote the EDC shoulder feature (solid
green) and the EDC maximum feature at 10 K (blue) and at 172 K (red).
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show strong Jahn-Teller (J.T.) effects [13]. While 
SrFe(VI)O3 is distorted perovskite insulator, 
LaNi(III)O3 is a J.T. undistorted metal in which the 
transfer energy b~ of the J.T. eg electrons is sufficiently 
large [14] to quench the J.T. distortion. In analogy 
to Chakraverty's phase diagram, a J.T.-type polaron 
formation may therefore be expected at the border- 
line of the metal-insulator transition in mixed perovs- 
kites, a subject on which we have recently carried 
out a series of investigations [15]. Here, we report 
on the synthesis and electrical measurements of com- 
pounds within the B a - L a - C u - O  system. This sys- 
tem exhibits a number of oxygen-deficient phases 
with mixed-valent copper constituents [16], i.e., with 
itinerant electronic states between the non-J.T. Cu a + 
and the J.T. Cu z+ ions, and thus was expected to 
have considerable electron-phonon coupling and me- 
tallic conductivity. 

lI. Experimental 

1. Sample Preparation and Characterization 

Samples were prepared by a coprecipitation method 
from aqueous solutions [17] of Ba-, La- and Cu-ni- 
trate (SPECPURE JMC) in their appropriate ratios. 
When added to an aqueous solution of oxalic acid 
as the precipitant, an intimate mixture of the corre- 
sponding oxalates was formed. The decomposition 
of the precipitate and the solid-state reaction were 
performed by heating at 900 ~ for 5 h. The product 
was pressed into pellets at 4 kbar, and reheated to 
900 ~ for sintering. 

2. X-Ray Analysis 

X-ray powder diffract 9 (System D 500 SIE- 
MENS) revealed three individual crystallographic 
phases. Within a range of 10 ~ to 80 ~ (20), 17 lines 
could be identified to correspond to a layer-type per- 
ovskite-like phase, related to the K2NiF, structure 
( a=3 .79~  and c=13.21 ~) [16]. The second phase 
is most probably a cubic one, whose presence depends 
on the Ba concentration, as the line intensity de- 
creases for smaller x(Ba). The amount of the third 
phase (volume fraction > 30% from the x-ray intensi- 
ties) seems to be independent of the starting composi- 
tion, and shows thermal stability up to 1,000 ~ For 
higher temperatures, this phase disappears progres- 
sively, giving rise to the formation of an oxygen-defi- 
cient perovskite (La3Ba3Cu601,) as described by Mi- 
chel and Raveau [16]. 
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Fig. 1. Temperature dependence ofresistivityin Ba~Las _=Cu505 (a y) 
for samples with x ( B a ) =  1 (upper curves, left scale) and x ( B a ) =  
0.75 (lower curve, right scale). The first two cases also show the 
influence of  current density 

3. Conductivity Measurements 

The dc conductivity was measured by the four-point 
method. Rectangular-shaped samples, cut from the 
sintered pellets, were provided with gold electrodes 
and contacted by In wires. Our measurements be- 
tween 300 and 4.2 K were performed in a continuous- 
flow cryostat (Leybold-Hereaus) incorporated in a 
computer-controlled (IBM-PC) fully-automatic sys- 
tem for temperature variation, data acquisition and 
processing. 

For samples with x(Ba)_<l.0, the conductivity 
measurements, involving typical current densities of 
0.5 A/cm 2, generally exhibit a high-temperature me- 
tallic behaviour with an increase in resistivity at low 
temperatures (Fig. 1). At still lower temperatures, a 
sharp drop in resistivity (>90%) occurs, which for 
higher currents becomes partially suppressed (Fig. 1 : 
upper curves, left scale), This characteristic drop has 
been studied as a function of annealing conditions, 
i.e., temperature and 02 partial pressure (Fig. 2). For 
samples annealed in air, the transition from itinerant 
to localized behaviour, as indicated by the minimum 
in resistivity in the 80 K range, is not very pro- 
nounced. Annealing in a slightly reducing atmo- 
sphere, however, leads to an increase in resistivity 
and a more pronounced localization effect. At the 
same time, the onset of the resistivity drop is shifted 
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I. INTRODUCTION

The discovery of superconductivity at 30 K in the
LaBaCuO ceramics by Bednorz and Müller (1986)
opened the era of high-Tc superconductivity, changing
the history of a phenomenon that had before been con-
fined to very low temperatures [until 1986 the maximum
value of Tc was limited to the 23.2 K observed in Nb3Ge
(Gavaler, 1973; Testardi et al., 1974)]. This unexpected
result prompted intense activity in the field of ceramic
oxides and has led to the synthesis of compounds with
increasingly higher Tc , all characterized by a layered
crystal structure with one or more CuO2 planes per unit
cell, and a quasi-two-dimensional (2D) electronic struc-
ture. By 1987, a Tc of approximately 90 K (i.e., higher
than the boiling point of liquid nitrogen at 77 K) was
already observed in YBa2Cu3O7!" (Wu et al., 1987).
The record Tc of 133.5 K (at atmospheric pressure) was
later obtained in the trilayer system HgBa2Ca2Cu3O8"x
(Schilling et al., 1993).

One may wonder whether the impact of the discovery
by Bednorz and Müller (1986) would have been some-
what overlooked if MgB2 , with its recently ascertained
39 K Tc , had already been discovered [Nagamatsu et al.
(2001); for a review see Day (2001)]. However, indepen-
dent of the values of Tc the observation of superconduc-
tivity in the ceramic copper oxides was in itself an unex-
pected and surprising result. In fact, ceramic materials
are typically insulators, and this is also the case for the
undoped copper oxides. However, when doped the latter
can become poor metals in the normal state and high-
temperature superconductors upon reducing the tem-
perature (see in Fig. 1 the phenomenological phase dia-
gram of electron- and hole-doped high-temperature
superconductors, here represented by Nd2!xCexCuO4
and La2!xSrxCuO4 , respectively). In addition, the de-
tailed investigation of their phase diagram revealed that
the macroscopic properties of the copper oxides are pro-
foundly influenced by strong electron-electron correla-
tions (i.e., large Coulomb repulsion U). Naively, this is
not expected to favor the emergence of superconductiv-
ity, for which electrons must be bound together to form
Cooper pairs. Even though the approximate T2 depen-
dence of the resistivity observed in the overdoped me-
tallic regime was taken as evidence for Fermi-liquid be-
havior, the applicability of Fermi-liquid theory (which
describes electronic excitations in terms of an interacting

gas of renormalized quasiparticles; see Sec. II.C) to the
‘‘normal’’ metallic state of high-temperature supercon-
ductors is questionable, because many properties do not
follow canonical Fermi-liquid behavior (Orenstein and
Millis, 2000). This breakdown of Fermi-liquid theory
and of the single-particle picture becomes most dramatic
upon approaching the undoped line of the phase dia-
gram (x#0 in Fig. 1), where one finds the antiferromag-
netic Mott insulator (see Sec. III). On top of this com-
plexity, it has long been recognized that also the
interplay between electronic and lattice degrees of free-
dom as well as the tendencies towards phase separation
are strong in these componds (Sigmund and Müller,
1993; Müller, 2000).

The cuprate high-temperature superconductors have
attracted great interest not only for the obvious applica-
tion potential related to their high Tc , but also for their
scientific significance. This stems from the fact that they
highlight a major intellectual crisis in the quantum
theory of solids, which, in the form of one-electron band
theory, has been very successful in describing good met-
als (like Cu) but has proven inadequate for strongly cor-
related electron systems. In turn, the Bardeen-Cooper-
Schrieffer (BCS) theory (Bardeen et al., 1957; see also
Schrieffer, 1964), which was developed for Fermi-liquid-
like metals and has been so successful in describing con-
ventional superconductors, does not seem to have the
appropriate foundation for the description of high-Tc
superconductivity. In order to address the scope of the
current approach in the quantum theory of solids and
the validity of the proposed alternative models, a de-
tailed comparison with those experiments that probe the
electronic properties and the nature of the elementary
excitations is required.

In this context, angle-resolved photoemission spec-
troscopy (ARPES) plays a major role because it is the
most direct method of studying the electronic structure
of solids (see Sec. II). Its large impact on the develop-
ment of many-body theories stems from the fact that this
technique provides information on the single-particle
Green’s function, which can be calculated starting from a

FIG. 1. Phase diagram of n- and p-type superconductors,
showing superconductivity (SC), antiferromagnetic (AF),
pseudogap, and normal-metal regions.
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SC

temperature, momentum, and energy, with high-
precision measurements of the polar Kerr effect
(PKE) and time-resolved reflectivity (TRR). Bi2201
was chosen to avoid the complications resulting
from bilayer splitting and strong antinodal bosonic
mode coupling inherent to Bi2Sr2CaCu2O8+d

(Bi2212) (1).WhereasARPES is a surface probe,
PKE enables us to monitor a bulk, thermody-
namic (via the fluctuation-dissipation theorem)
property that has proven (28) to be a sensitive
probe of the onset of a broken-symmetry state,
and TRR gives complementary information on
the bulk, near-equilibrium dynamics of the system.

We will first analyze our ARPES data col-
lected in different temperature regions. Above
T*, Pb-Bi2201 has a simple one-band band struc-
ture (right side of Fig. 1). For each cut in mo-
mentum space perpendicular to G-M [(0,0)-(p,0)]
(C1 to C7 in Fig. 1), the only distinct feature in
the corresponding Fermi-function–divided (27)
energy distribution curves (EDCs) is a maximum
(red circles in Fig. 2, A to G). As a function of the
y component of the wave vector (ky), the maxima
have an approximately parabolic dispersion for

Fig. 1. Fermi surface maps mea-
sured below Tc at 10 K (left) and
above T* at 172 K (right) in the
same momentum-space region
(flipped for display). Dashed white
lines labeled C1 to C7 depict the
cuts along which the EDCs shown in
Fig. 2, A toN,weremeasured.Magenta
squares labeled P1 to P16 along M-G
indicate momenta where EDCs in Fig.
2, V and W, were measured. Red and
blue squares on the left indicate mo-
menta of the Fermi-level crossing kF
(kF1 and kF2 in Fig. 2, A to G) at 172
K and back-bending kG (black arrows
in Fig. 2, O to S) at 10 K of the dis-
persion of the EDC maximum along
cuts C1 to C7. Red and blue circles
on the right indicate momenta of
identifiable peaks in the momentum
distribution curves (measured along
cuts parallel to cut C7) at EF at 172 K and 10 K, respectively. The solid red curves are a guide to the eye for the
red squares and circles, whereas the dashed blue curve is the guide for the blue squares; together they show
an increased kG−kF misalignment going away from the nodal toward the antinodal region. The magenta-
shaded region is approximately where multiple EDC features are found at 10 K.
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Fig. 2. (A to G) and (H toN) Selected EDCs at 172 K and at 10 K, respectively,
for cuts C1 to C7, nearly perpendicular to G-M (Fig. 1). Each EDC corresponds to
a white point in the cuts in Fig. 1. EDCs inmagenta and orange are located close
to kF. (O toU) Dispersions of the EDC features in (A) to (N) for cuts C1 to C7. For
each dispersion curve, every other symbol corresponds to an EDC in (A) to (N).

Error bars are estimated based on the sharpness of features, to be T3 meV
minimum and T8 meV maximum [examples shown in (O)] based on different
EDC analyses (27). (V andW) EDCs at momenta P1 to P16 along M-G (Fig. 1) at
172 K and 10 K, respectively. Circles denote the EDC shoulder feature (solid
green) and the EDC maximum feature at 10 K (blue) and at 172 K (red).
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E - EF (eV) E - EF (eV)

Arpes EDC for cuts along Brillouin-
zone boundary (near (π,0)), almost 
optimally doped Pb-Bi2201 with Tc 
of 38K, T* of 132K

172 K (NS) 10 K (SC)

each cut (red circles in Fig. 2, O to U); the band
bottom lies on the G-M axis, and the dispersion
crosses the Fermi level (EF) at two momenta, kF
(kF1 and kF2). The binding energy of the band

bottom monotonically decreases from near G to
M (Fig. 2, O to U). We take the Fermi-level
crossings of this single band to define the Fermi
surface. Despite the simplicity of the electronic

structure above T*, the width and energy-
dependent broadening of the EDC maximum
features, along with the familiar strange metal
behavior seen in transport, imply that the system
is not well described as a Fermi liquid.

We now turn to the temperature region below
Tc. Here, the entire Fermi surface is gapped ex-
cept at the nodal points (kF lying on the zone
diagonal). In the nodal region, consistent with
previous reports (4, 5, 11, 12), a d-wave–like gap
along the Fermi surface is observed that we quan-
tify as the energy position of the EDC maximum
(blue circles) at kF (Fig. 2, L to N). This max-
imum is still the only identifiable feature in the
EDC. By comparing the EDCs in Fig. 2, E to G,
with those in Fig. 2, L to N, we see that the peaks
of EDCs near kF are much sharper below Tc than
above T*; however (perhaps surprisingly), the
peaks well away from kF appear broader but with
larger experimental uncertainties (also see Fig. 2,
Vand W).

Away from the nodal region, the dispersion
along each cut rises to a minimum binding en-
ergy and then bends back (Fig. 2, H to K). These
back-bendings (black arrows in Fig. 2, O to S)
occur at momenta kG (kG1 and kG2), which are
increasingly separated from the Fermi surface
(compare blue and red squares on the left side of
Fig. 1) toward the antinodes (kF lying on the zone
boundary). Note that, for a superconducting gap,
as a consequence of the particle-hole symmetry,
one would expect kG ≅ kF (fig. S6), as is the case

Fig. 4. (A and B)
Selected EDCs at 40 K
and 22 K along cut C1
(Fig. 1). See Fig. 2, A
and H, for data at 172 K
and 10 K, and fig. S1, A
to E, for other interme-
diate temperatures. (C)
Antinodal EDCs at 10 K
after dividing by the 40
K counterparts, covering
themomentum range in-
dicated by the gray bar
in (H), in comparisonwith
those in (D) taken in a
similar range at 30 K on
an OP Bi2212 sample.
Nondispersive peaks are
seen in both cases de-
spite different sharpness
and energy positions. (E
to G) EDCs at different
fixedmomenta [specified
in (A) and (H)] and tem-
peratures around Tc. The
counterintuitive increase
of the antinodal gap, de-
fined by the energy posi-
tion of the EDCmaximum
in (F) and (G), with temperature rising above Tc, cannot be understood with a
single energy scale assumed. (Insets) Corresponding EDCs divided by the 60 K
counterpart, showing the peaks losing definition above Tc (fig. S2E). (H) Summary
for the dispersions of related EDC features across and below Tc. Vertical arrows

specify momenta M, kF2 at 172 K, and kG2 at 10 K. Apparent asymmetry of the
dispersions across M is due to a finite deviation of the cut from the high-symmetry
direction and a subtle balance of spectral weight between different features in the
EDC. All EDC features and error bars are similarly determined as in Fig. 2.
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Fig. 3. Temperature
dependence of Kerr ro-
tation (qK) measured by
PKE, in comparison with
that of the binding en-
ergy position of the EDC
maximum at kF given by
ARPES [reproduced from
fig. S1F and (29)]. ARPES
results are normalized to
the80Kvalues (free from
the interference of fluc-
tuating superconductivity).
The dashed black curve
is a guide to the eye for
the PKE data, showing a
mean-field–like critical
behavior close to T* [see
additional discussion in
(27)]. (Left inset) Tem-
perature dependence of
the transient reflectivity
changemeasured by TRR
(right axis). The dashed
black curve (left axis) is reproduced from the main panel. Error bars (if not visible) are smaller than the
symbol size. (Right inset) Dispersion of the EDC maximum at various temperatures above Tc, summa-
rizing the results of Figs. 2A and 4A and fig. S1, A to E. All data were taken on samples from the same
growth and annealing batch, except those reproduced from (29) on differently annealed samples.
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temperature, momentum, and energy, with high-
precision measurements of the polar Kerr effect
(PKE) and time-resolved reflectivity (TRR). Bi2201
was chosen to avoid the complications resulting
from bilayer splitting and strong antinodal bosonic
mode coupling inherent to Bi2Sr2CaCu2O8+d

(Bi2212) (1).WhereasARPES is a surface probe,
PKE enables us to monitor a bulk, thermody-
namic (via the fluctuation-dissipation theorem)
property that has proven (28) to be a sensitive
probe of the onset of a broken-symmetry state,
and TRR gives complementary information on
the bulk, near-equilibrium dynamics of the system.

We will first analyze our ARPES data col-
lected in different temperature regions. Above
T*, Pb-Bi2201 has a simple one-band band struc-
ture (right side of Fig. 1). For each cut in mo-
mentum space perpendicular to G-M [(0,0)-(p,0)]
(C1 to C7 in Fig. 1), the only distinct feature in
the corresponding Fermi-function–divided (27)
energy distribution curves (EDCs) is a maximum
(red circles in Fig. 2, A to G). As a function of the
y component of the wave vector (ky), the maxima
have an approximately parabolic dispersion for

Fig. 1. Fermi surface maps mea-
sured below Tc at 10 K (left) and
above T* at 172 K (right) in the
same momentum-space region
(flipped for display). Dashed white
lines labeled C1 to C7 depict the
cuts along which the EDCs shown in
Fig. 2, A toN,weremeasured.Magenta
squares labeled P1 to P16 along M-G
indicate momenta where EDCs in Fig.
2, V and W, were measured. Red and
blue squares on the left indicate mo-
menta of the Fermi-level crossing kF
(kF1 and kF2 in Fig. 2, A to G) at 172
K and back-bending kG (black arrows
in Fig. 2, O to S) at 10 K of the dis-
persion of the EDC maximum along
cuts C1 to C7. Red and blue circles
on the right indicate momenta of
identifiable peaks in the momentum
distribution curves (measured along
cuts parallel to cut C7) at EF at 172 K and 10 K, respectively. The solid red curves are a guide to the eye for the
red squares and circles, whereas the dashed blue curve is the guide for the blue squares; together they show
an increased kG−kF misalignment going away from the nodal toward the antinodal region. The magenta-
shaded region is approximately where multiple EDC features are found at 10 K.
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Fig. 2. (A to G) and (H toN) Selected EDCs at 172 K and at 10 K, respectively,
for cuts C1 to C7, nearly perpendicular to G-M (Fig. 1). Each EDC corresponds to
a white point in the cuts in Fig. 1. EDCs inmagenta and orange are located close
to kF. (O toU) Dispersions of the EDC features in (A) to (N) for cuts C1 to C7. For
each dispersion curve, every other symbol corresponds to an EDC in (A) to (N).

Error bars are estimated based on the sharpness of features, to be T3 meV
minimum and T8 meV maximum [examples shown in (O)] based on different
EDC analyses (27). (V andW) EDCs at momenta P1 to P16 along M-G (Fig. 1) at
172 K and 10 K, respectively. Circles denote the EDC shoulder feature (solid
green) and the EDC maximum feature at 10 K (blue) and at 172 K (red).
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show strong Jahn-Teller (J.T.) effects [13]. While 
SrFe(VI)O3 is distorted perovskite insulator, 
LaNi(III)O3 is a J.T. undistorted metal in which the 
transfer energy b~ of the J.T. eg electrons is sufficiently 
large [14] to quench the J.T. distortion. In analogy 
to Chakraverty's phase diagram, a J.T.-type polaron 
formation may therefore be expected at the border- 
line of the metal-insulator transition in mixed perovs- 
kites, a subject on which we have recently carried 
out a series of investigations [15]. Here, we report 
on the synthesis and electrical measurements of com- 
pounds within the B a - L a - C u - O  system. This sys- 
tem exhibits a number of oxygen-deficient phases 
with mixed-valent copper constituents [16], i.e., with 
itinerant electronic states between the non-J.T. Cu a + 
and the J.T. Cu z+ ions, and thus was expected to 
have considerable electron-phonon coupling and me- 
tallic conductivity. 

lI. Experimental 

1. Sample Preparation and Characterization 

Samples were prepared by a coprecipitation method 
from aqueous solutions [17] of Ba-, La- and Cu-ni- 
trate (SPECPURE JMC) in their appropriate ratios. 
When added to an aqueous solution of oxalic acid 
as the precipitant, an intimate mixture of the corre- 
sponding oxalates was formed. The decomposition 
of the precipitate and the solid-state reaction were 
performed by heating at 900 ~ for 5 h. The product 
was pressed into pellets at 4 kbar, and reheated to 
900 ~ for sintering. 

2. X-Ray Analysis 

X-ray powder diffract 9 (System D 500 SIE- 
MENS) revealed three individual crystallographic 
phases. Within a range of 10 ~ to 80 ~ (20), 17 lines 
could be identified to correspond to a layer-type per- 
ovskite-like phase, related to the K2NiF, structure 
( a=3 .79~  and c=13.21 ~) [16]. The second phase 
is most probably a cubic one, whose presence depends 
on the Ba concentration, as the line intensity de- 
creases for smaller x(Ba). The amount of the third 
phase (volume fraction > 30% from the x-ray intensi- 
ties) seems to be independent of the starting composi- 
tion, and shows thermal stability up to 1,000 ~ For 
higher temperatures, this phase disappears progres- 
sively, giving rise to the formation of an oxygen-defi- 
cient perovskite (La3Ba3Cu601,) as described by Mi- 
chel and Raveau [16]. 
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Fig. 1. Temperature dependence ofresistivityin Ba~Las _=Cu505 (a y) 
for samples with x ( B a ) =  1 (upper curves, left scale) and x ( B a ) =  
0.75 (lower curve, right scale). The first two cases also show the 
influence of  current density 

3. Conductivity Measurements 

The dc conductivity was measured by the four-point 
method. Rectangular-shaped samples, cut from the 
sintered pellets, were provided with gold electrodes 
and contacted by In wires. Our measurements be- 
tween 300 and 4.2 K were performed in a continuous- 
flow cryostat (Leybold-Hereaus) incorporated in a 
computer-controlled (IBM-PC) fully-automatic sys- 
tem for temperature variation, data acquisition and 
processing. 

For samples with x(Ba)_<l.0, the conductivity 
measurements, involving typical current densities of 
0.5 A/cm 2, generally exhibit a high-temperature me- 
tallic behaviour with an increase in resistivity at low 
temperatures (Fig. 1). At still lower temperatures, a 
sharp drop in resistivity (>90%) occurs, which for 
higher currents becomes partially suppressed (Fig. 1 : 
upper curves, left scale), This characteristic drop has 
been studied as a function of annealing conditions, 
i.e., temperature and 02 partial pressure (Fig. 2). For 
samples annealed in air, the transition from itinerant 
to localized behaviour, as indicated by the minimum 
in resistivity in the 80 K range, is not very pro- 
nounced. Annealing in a slightly reducing atmo- 
sphere, however, leads to an increase in resistivity 
and a more pronounced localization effect. At the 
same time, the onset of the resistivity drop is shifted 

Bednorz and Müller, Z. Phys. B 64, 
189 (1986)
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Low-energy interband transitions in YBazCu307
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Based on a numerically highly accurate local-density-approximation (LDA) calculation, we present
a k p analysis of the interband optical absorption in YBa2CusO& in the infrared region (Fuu & 0.1
eV). It is shown that the LDA band structure gives rise to three infrared interband transitions: A
sharp peak for the in-plane (E J c) polarization at about 320 cm, a wide maximum for EIIc at
about 420 cm, and a structureless absorption (eq const) for EIIc Th.e first feature is due to
transitions between the apical-oxygen-derived bands, the second one to that between the z-even and
z-odd Cu02 plane bands, and the third one to the transitions between the chain band and the z-odd
plane band. The possibility of observing these features in experiment is discussed.

In recent years, the low-energy excitation spectra of the
high-temperature superconductors have attracted great
interest. It seems that the shape of the Fermi surfacei 2

(FS) in YBazCusOr is quite accurately described by con-
ventional ab initio band-structure calculationss s using
the local approximation to density functional formal-
ism (LDA), and that the 1—10 eV optical spectra are
also given reasonably well by such an approach. s It is
not clear, however, whether the LDA band structure,
i.e., the Kohn-Sham eigenvalues, bear any resemblance
to the infrared electronic excitations, whose energy is
less than 0.1 eV. We know, for instance, that in heavy-
fermion systems, the LDA yields correct Fermi surfaces,
but much too high electron velocities. It was shown
recently" that the experimental Landau damping thresh-
old for the Raman-active phonons in YBazCusOr coin-
cides with the LDA prediction, s thus indicating that the
maximum Fermi velocity is essentially the one given by
the LDA. However, the question of interband excitations
with energy less than 0.1 eV (which are especially impor-
tant for the superconductivity) is still open. This ques-
tion was partially addressed before;s however, in order
to draw meaningful conclusions for such low energies one
needs to know the band structure on a level of accuracy
of a few meV. No optical calculation has been performed
up to now with the needed accuracy.
In this paper we shall use the presently most accurate

LDA calculation to clarify which features in the interband
electronic absorption the LDA predicts in the far-infrared
region, and compare these predictions with available ex-
perimental data.

I. LDA BAND STRUCTURE

Our analysis is based on the full-potential linear-
muffin-tin-orbital (LMTO) band structure4 of which rel-
evant parts are shown in Fig. 1. As regards the low-
energy details, it differs somewhat from the linearized
augmented plane-waves band structuress published prior
to 1990, but those published after5 agree with it. In the

Brillouin zone, there are three regions where two bands
near the Fermi level come sufficiently close to produce
interband transitions at far-infrared energies: The first
region is near the SR line, k =(z/a, x/b, Ic,), where two
parabolic bands come up to the Fermi level, and the
higher one crosses it, giving rise to the so-called "stick"
sheet. s The bands near the SR line have wave functions
which are predominantly located at the apical oxygen
O(4), as has been described in detail elsewhere. s The up-
per band has O(4) p„character, with some Ba p, Cu(1)
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FIG. 1. The LDA Fermi surface and selected parts of the
low-energy band structure of YBa&Cu307, as calculated with
the full-potential LMTO method. The cross-hatched regions
contribute to the infrared absorption for wave numbers less
than about 500 cm . Of the bands shown along ASB, the
upper one is the O(4) p„band and the lower one is the O(4)
y band. Along the CD line, the steeper band is the odd
plane band, and the less steep band is chainlike near C and
even-plane-like near D. Along EF, the highest band is odd-
plane-like near E and thereafter chainlike, whereas one of the
two lower, nearly degenerate bands is chainlike near E and
odd-plane-like near F. The third band is the even plane band.
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Fig. 1. LDA energy bands orbital projected bands, and Fermi surface for YBa$qOt and k2=0.[3] 
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HTSC:  from LDA to 1-band model
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From LDA “Chemistry”
to

Low-energy TB-model

t’/t= -0.3 for YBCO
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Fig. 3: (Color online) Characteristic local density of states in
the different phases of the two-plane Hubbard model. Upper
panel: U/t= 4.0 and t⊥/t= 0.5, 1.41 and 2.0 (from left to
right). Lower panel: U/t= 2.0, t⊥/t= 0.5, 1.2 and 2.0.

the particular configuration. Note that while the Green
functions G(τ − τ ′) = 〈g̃(τ, τ ′)〉 (here and in the following
〈. . .〉 denotes the MC-average) only depend on the time
difference, the quantities g̃(τ, τ ′) generally do not.
We now turn to the results of our MC calculations.

The finite-temperature phase diagram of the double Bethe
Hubbard model is depicted in fig. 2. We find essentially
four different phases: For small perpendicular hopping, the
system exhibits antiferromagnetism, which is also present
in the decoupled lattices. In the weak-coupling regime,
the system is metallic and magnetic order is suppressed
for small values of t⊥. For larger values of the interaction
U the local moments order antiferromagnetically, giving
rise to an AF metal phase. Further increase of U drives
the system into the AF insulating phase. For U = 0 and
larger perpendicular hopping, a transition to a band
insulating phase is expected to occur at t⊥ =W/2 at zero
temperature, where the bonding and antibonding bands
(bandwidth W = 4t) split. From the maximum entropy
density of states at the Fermi level we find a somewhat
larger value for small values of U , due to temperature
smearing of the bands. For larger values of U , we have
determined the boundary to the insulating state by the
condition that the total spin of the dimer is zero within
the MC error. This yields essentially the same results as
the condition of vanishing density of states at the Fermi
level. The boundary to the insulating state turns to smaller
values of t⊥ as the interaction increases. In our model the
phase boundaries finally merge at U/t≈ 4 at the mean-
field value t⊥/t≈

√
2, separating the AF insulating from

a singlet insulator phase. We note that the phase diagram
is qualitatively similar to those given in refs. [16,18].
In fig. 3 we show some characteristic local density

of states (DOS) obtained using the maximum-entropy
method for two different values of the on-site repulsion
U and different inter-plane hoppings. For an on-site
repulsion of U/t= 4.0 and small t⊥, the system is clearly
an AF insulator. The spin splitting is pronounced and
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Fig. 4: (Color online) Magnetization 〈Szi 〉 on opposite sites of
the two Bethe lattices for U/t= 4 and temperature T/t= 0.1.
The dashed lines show the correspondig result for T/t= 0.04.

the DOS displays a four peak structure. The outer peaks
can be identified as the lower and upper Hubbard bands,
while the inner peaks are characteristic to the AF state.
At t⊥/t≈

√
2 these peaks have almost disappeared and

the magnetization is close to zero. For larger t⊥ the DOS
shows no spin polarization, while the system remains
insulating. For smaller U , the situation is drastically
different. For U/t= 2.0 the system is at the transition
to the Mott insulating state for vanishing t⊥. For small
perpendicular hopping it becomes metallic and exhibits
a pseudogap structure. Moreover, it displays the charac-
teristics of an AF metal. For larger t⊥ we find the Kondo
resonance at the Fermi level, which is spin-split due to
antiferromagnetism. At enhanced perpendicular hopping
the spin-splitting disappears as the system crosses the
transition line to the paramagnetic state. A gap develops
again upon further increase of t⊥ and finally fully opens
at the metal–to–singlet-insulator transition line.
Let us now investigate the transition from the AF to

singlet insulator in the correlated regime in more detail.
We note that the MC error was negligible, i.e. considerably
smaller than the symbol size, except where shown. In
fig. 4 we present the magnetization on both sites of the
dimers as a function of the inter-plane hopping t⊥ for
U/t= 4.0. For small t⊥ we have the AF solution with a
different sign of the magnetization on opposite sides on
the planes. It can further be seen that in the limit of
zero coupling between dimer sites, the magnetization is
smaller than 1/2. The local moment is reduced due to
intra-plane hopping and thermal fluctuations, which leads
to doubly occupied sites. The magnetization decreases as
the perpendicular hopping is increased and finally reaches
zero at the value t⊥/t≈

√
2. We find the same behavior

for lower temperatures, where the maximal magnetization
is somewhat larger, consistent with a larger local moment
due to an alleviated effect of thermal fluctuations. The
value of t⊥/t=

√
2 can be understood in a mean-field

picture: For sufficiently large U , neighboring sites within a

37006-p3
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Fig. 5: (Color online) Spin-correlations 〈S2i 〉 on opposite sites of
the two Bethe lattices (dashed line) and total spin 〈S2〉 (solid
line) for the dimer for U/t= 4 and temperature T/t= 0.1. The
inset compares the correlations 〈Szi Szi 〉 (upper dashed line) and
−〈Szi Szj 〉 for i $= j (solid line). The transition point is marked
by the vertical dashed line.

plane are coupled by an effective AF Heisenberg exchange
J‖ ∼ t2‖/U . Noting that for the infinite lattice the number
of bonds connecting the dimers is twice the number of
bonds on a dimer, the condition for the exchange J⊥ ∼
t2⊥/U between sites on a dimer to overcome the exchange
due to hopping within the planes is J⊥ = 2J‖, so that

t⊥/t=
√
2.

Hence the formation of a singlet between neighboring
sites on a dimer is expected as the source of the transition
to the non-magnetic state. In order to prove this consider-
ation, we have explicitly calculated the spin-correlations
within our Monte Carlo procedure. To this end, we
decompose the averages of spin operators into sums of
four-point correlation functions. For example, for the
total spin we have 〈S2〉= 〈(S1+S2)2〉=

∑
ij〈Si ·Sj〉,

where the sum is over the cluster sites. The prod-
uct of spin operators can be further decomposed
using Si ·Sj = Szi Szj +1/2(S+i S

−
j +S

−
i S

+
j ). Now the

remaining operators can be expressed in terms of
c-operators as Sz = (n↑−n↓)/2, S+(−) = c†↑(↓)c↓(↑). Since
the c-operators depend on imaginary time, e.g. the
“instantaneous” correlator 〈SzSz〉 formally has to be
interpreted as the limit limτ→0+〈Sz(τ)Sz(0)〉. Once
expressed in terms of c-operators, the spin-correlators
can be calculated within the CTQMC by exploiting the
fact that the average in eq. (3) is over the noninteracting
system. Hence the Wick theorem is applicable and the
four-point correlators can be expressed in terms of an
MC average over products of contributions to Green’s
function: 〈c†σ(τ)cσ(τ)c

†
σ′(0)cσ′(0)〉= 〈g̃σ(τ, τ)g̃σ′(0, 0)〉−

δσσ′〈g̃σ(τ, 0)g̃σ(0, τ)〉, and similar for other averages.
The result of these calculations for the total spin is

shown in fig. 5. The total spin 〈S2i 〉 of a single site
is somewhat smaller than = S(S+1) = 3/4, but varies
only slightly as a function of the perpendicular hopping.
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Fig. 6: (Color online) Dynamical susceptibility χloc(ω) for
different values of the perpendicular hopping at U/t= 4.0. A
spin-gap develops for t⊥/t >

√
2.

For the total spin of a dimer, however, the situation is
different. It continuously decreases as the coupling t⊥
between dimer sites is increased. Our results are consistent
with a total spin of zero at t⊥/t≈

√
2, thus proving our

consideration that a singlet is formed between neighboring
spins on opposite sites of the planes. This picture is
further underlined by comparing the quantities 〈Szi Szi 〉
and −〈Szi Szj 〉 for i '= j on a dimer as shown in the inset
of fig. 5. The square of the z-projection of the spin
decreases due to enhanced double occupancy (note that
for the Hubbard model 〈n↑n↓〉= 1/2− 2〈SzSz〉 holds).
Furthermore, we find that the correlation 〈Szi Szj 〉 for i '= j
has negative sign, in accordance with the tendency to
AF coupling between the spins. For weak coupling the
on-site and inter-site correlations differ. This is expected,
since spin flips destroy the correlation between sites. For
larger values of the coupling however, the magnitude
of the intersite correlation approaches the on-site value,
showing the formation of a coherent state. In contrast to
the MC error for all other measured quantities, the error
of the total spin of the dimer is considerable, reflecting
the fact that this quantity is strongly fluctuating in the
simulation.
By tuning the perpendicular hopping between the two

planes, we thus have a way of continuously varying the
degree of entanglement and to form a coherent singlet
state between the local moments on the dimer sites. This
feature is inherent to the model due to the absence of
spatial correlations within the planes. This is also reflected
in the fact that the transition occurs at the mean-field
value

√
2.

To further underline our findings, we plot the dynamical
susceptibility χloc(ω) in fig. 6 for different values of the
perpendicular hopping for U/t= 4.0. It is obtained by
analytical continuation [20] of the Fourier components
of the corresponding imaginary time correlation function
χ(τ) = 〈Sz(τ)Sz(0)〉. For small values of t⊥, we find a
pronounced peak at zero energy. This can be attributed
to the Goldstone mode present in the symmetry-broken
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Figure 4.7: Low-energy states of the Hubbard triangle as functions of the interaction U .
The colors encode < S2

tot >-values of 0, 0.75, 2 and 3.75 correspond to spin- singlet, doublet,
triplet and quadruplet, respectively. The states of the particle numbers N = 0, 1, 2, 3, 4, 5
are represented by dots, dimers, triangles, squares and pentagons, respectively. The grey
numbers label the degeneracies of the states. The inverse temperature is — = 30, half-filling
(µ ”= U/2) and the hopping is tt = 1.

with the scalar Bethe hopping tb and the triangle hopping

t =

Q

ca
0 ≠tt ≠tt

≠tt 0 ≠tt

≠tt ≠tt 0

R

db . (4.26)

In the following the Bethe hopping is the energy unit tb = 1. The Green function G(iÊn)
and the self-energy �(iÊn) are matrices in spin and cluster space. Further, they depend on
fermionic Matsubara frequencies Ên. The hopping t can be diagonalized using the unitary
transformation

T =

Q

cca
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3

1Ô
3
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0 ≠1Ô
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1Ô
2

≠

Ò
2

6

1Ô
6
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6

R

ddb , (4.27)

which acts on the site degrees of freedom.

The tt = 0 density of states of the non-interacting triple Bethe lattice is shown in
Fig. 4.6 and resembles the well-known semicircular of bandwidth W = 4. Upon increasing
the triangle hopping tt two asymmetric semicirculars evolve out of the original one. Their
centers in terms of Ê correspond to the eigenvalues of the triangle hopping t, which are
≠2tt and two-fold degenerate tt. One of them is two-fold degenerate and thus forms a
double-height semicircular. An additional peak occurs for tt = 1 due to the overlap of the
semicirculars.
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Quadruple Bethe lattice
2

related Peierls insulator transition in the double Bethe
lattice30–32, we find the dSC transition in the strong-
coupling quadruple Bethe lattice33. This choice of setup
is complementary to prior studies in the sense that we
investigate a less accurate model of infinite dimension-
ality but in return obtain an exact solution. Compared
to the simple Bethe lattice the local Hilbert-space size is
increased, from 4 of the Hubbard site to 256 of the Hub-
bard plaquette. This opens up new degrees of freedom
that can interact with the mean-field environment. In
particular, we focus on those plaquette eigenstates34–38,
that define the dSC and cross at what we call a plaque-
tte degenerate point33 (PDP). This point is particularly
interesting as quantum critical behavior19,39,40 has been
found for the square lattice by CDMFT studies of the
pseudogap phenomenon that has been suggested to orig-
inate from negative interference of hybridizing plaquette
states33,41–43.

In this paper we start with a presentation of the
quadruple Bethe lattice and the single-particle basis we
use in Sec. II. In Sec. III we provide an overview of
the isolated cluster’s Hilbert space, that is the auxiliary
system of our CDMFT mapping. The opposite limit of
non-interacting Bethe lattices is presented in Sec. IV.
In Sec. V we analyse the dependence of the dSC order
parameter on the screened Coulomb repulsion and the
chemical potential for small Bethe lattice hoppings, i.e.
plaquette hybridizations, for that the dSC order is dom-
inant and other orders are less pronounced. In Sec. VI
we show how di↵erent components of the two-particle
interaction promote or interfere with the dSC order. Dy-
namical properties, such as quasiparticle characteriza-
tion and spectral functions are presented in Sec. VII.
Finally, larger Bethe lattice hoppings yield more pro-
nounced antiferromagnetic order, see Sec. VIII, and an
extended Bethe lattice hopping allows us to tune the non-
interacting density of states more similar to a van-Hove
singularity, that is presented in Sec. IX.

II. MODEL & METHOD

As stated above, the correlated d-electrons of the
copper-oxide planes are described by the Hubbard model

H =
X

ij�

tijc
†
i�cj� + U

X

i

c
†
i"ci"c

†
i#ci#, (1)

with fermionic creation/annihilation operators c†/c, sites
i, j and spins �. It contains a hopping term ti,j that
for lattice structures becomes diagonal in k-space and
therefore promotes delocalization of the charge. Albeit,
the quadruple Bethe lattice is only a pseudolattice in that
regard since it does not exhibit translational invariance.
But still, its sites are equivalent due to its self-similar
structure. The screened local Coulomb repulsion U is
diagonal in site-space and promotes charge localization.
The chemical potential µ can be written explicitly, or it
can be absorbed into the diagonal, local part of tij .

t

tb

FIG. 1. Quadruple Bethe lattice, four Bethe lattices (dashed
lines) interconnected via plaquettes (solid lines). The coordi-
nation number for each Bethe lattice of this figure is set to
z = 3, and six sites of each Bethe lattice are depicted. An
entire Bethe lattice exhibits an infinite number of sites with
self-similar structure. Next-nearest neighbor hoppings of the
plaquette are omitted for convenience.

The quadruple Bethe lattice is constructed from four
Bethe lattices, that are plaquette-wise connected, see
Fig. 1, i.e. equivalent sites of the four Bethe lattices form
a two-by-two plaquette. The coordination number of the
Bethe-lattices is set to z = 1 corresponding to infinite
dimensions. We introduce three types of hopping. The
first hopping t connects sites of the Bethe-lattice with
equivalent points of two neighboring Bethe-lattices, i.e.
within plaquettes. We use t = �1 throughout, and its ab-
solute value defines our energy unit. The second hopping
t
0 connects with equivalent points of the one remaining
Bethe-lattice and thus occurs on the next-nearest neigh-
bor bond of the plaquette. The third hopping tb connects
sites within the Bethe-lattices, i.e. between plaquettes.
We write the plaquette hopping matrix in site basis as

t
p =

0

B@

�µ t t t
0

t �µ t
0

t

t t
0 �µ t

t
0

t t �µ

1

CA . (2)

Then, we can decompose the kinetic energy Ht, the first
term of Eq. (1), into hopping within plaquettes and be-
tween plaquettes, i.e. within Bethe lattices

Ht = tb

X

<r,r0>R�

c
†
r0R�crR� +

X

rRR0

t
p
RR0c

†
rR�crR0�. (3)

The original site label i has been rewritten as a position
within the Bethe lattice r and position within the pla-
quette R. The summation over < r, r

0
> is performed

over nearest neighbors. In principle the Bethe hopping
can also be a matrix, but since we focus mostly on the
case of a scalar tb, we will restrict the following deriva-
tion to it. The generalization to a matrix Bethe hopping
is straight forward, and we apply it in Sec. IX only.
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parameter U is of the order of the bandwidth W = 8t.
Then, the t, t0 Hubbard model on the square lattice reads

H = �
X

ij

tijc
†
i�cj� +

X

i

Uni"ni#, (1)

where tij is an e↵ective hopping and U the local Coulomb

interaction. The operators c†i�, ci� create and annihilate
fermions at site i with spin � =" (+), # (�), respectively
and the occupation operator is ni� = c

†
i�ci�.

Isolated Plaquette – We start the discussion with elec-
tronic states in the isolated Hubbard plaquette. The opti-
mal doping for high-temperature superconductivity is of
the order of 15% of holes per site for almost all cuprate
materials. This gives us an average number of electrons
per site of 0.85 and results in 3.4 fermions per 4-site pla-
quette in the crystal. We argue, that this is related to
3-electron states of the isolated plaquette, since particle-
hole asymmetry introduced by the next-nearest neighbor
hopping t

0, with moderate values of U and certain fixed
chemical potentials (µ) result in an occupation per pla-
quette of the crystal, that is very close to the optimal
value of 3.4 electrons.

The Hamiltonian of the isolated plaquette reads

Hp =
X

(i,j)=1..4

h
0
ijc

†
i�cj� +

X

i=1..4

Uni"ni#, (2)

�ĥ0 =
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1
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We include the chemical potential in the diagonal part of
h
0
ij . The energy spectrum of the isolated plaquette near

the 3-electron filling is very unusual. We present in Fig. 1
regions in the U � µ space, whose ground states have an
occupation of three plus-minus one electrons. The one-
electron spectrum possesses four states with the energies:
±2t� t

0 � µ and double-degenerate t
0 � µ. At zero inter-

action U = 0, there is no stable ground state with three
electrons, in the sense that one can add or remove one
electron without changing the thermodynamic potential.
Starting from some critical interaction strength U ⇡ 3
there is a small region, in that the plaquette ground state
with N = 3 electrons is separated by energy gaps from
the states with N = 2 and N = 4, see Fig. 1. Im-
portantly, this N = 3 ground state is fourfold degener-
ate consisting of two doublets in the sectors (2", 1#) and
(1", 2#), which we label |Xi and |Y i, according to their
symmetry. Moreover, there is a critical point (circle in
Fig. 1) where all three sectors with 2, 3, and 4 electrons
have the same ground state energy and form a sixfold
degenerate ground-state multiplet consisting of two sin-
glets of the sectors (1", 1#) and (2", 2#) together with two
doublets of the 3-electron sectors. This critical point has
the coordinates U = 2.78, µ = 0.24 for standard values
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FIG. 1: (color online). Zero-temperature phase diagram
of the isolated plaquette as function of Hubbard U and

chemical potential µ in proximity of the quantum
critical point (circle) for t0/t = �0.3.

of t0/t = �0.3. We think, that this critical point of the
plaquette has crucial importance for the physics of the
strong-coupling dx2�y2 -wave superconductivity. The im-
portance of these three many-body states of the plaque-
tte CDMFT has been discussed first for the t� J model
[19]. In that case an additional triplet state in the N = 4
sector appeared without formation of the single quan-
tum critical point. The crossing of di↵erent many-body
states has been investigated in the valence bond DMFT
[20] and also in the plaquette CDMFT [27, 33]. The idea
of a quantum critical point and nematicity has also been
discussed in Refs. [23, 31, 32]. Here, we demonstrate via
bottom-up approach, that this is the key ingredient of a
consistent minimal picture of HTSC.

If we approach this critical point from the region with
the N = 3 ground state, then the one electron density
of states (DOS) at the Fermi energy diverges for both,
electron and hole sides, due to transitions from the four-
fold degenerate N = 3 ground state to singlets of N = 2
(hole side) and N = 4 (electron side) with zero excitation
energy. The corresponding spectral weights with normal-
ization of the �-functions are equal to 0.46 and 0.23 for
hole and electron sides, respectively. Thus, it introduces
an important electron-hole asymmetry. We see below,
that this plaquette quantum critical point results in a
formation of a “soft”-fermion mode, i.e. a DOS peak
at the Fermi energy, when investigating it in a crystal
of plaquettes. We argue, that these soft-fermions favor
the formation of the dx2�y2 -wave superconducting pair-
ing at low temperatures and of the pseudogap at high-
temperatures. At smaller t

0 this critical point shifts to
larger U and at t

0
/t = 0 its coordinates are U = 4.58,

µ = 0.72. It is worthwhile to point out that at optimal
values of t0 antiferromagnetic order is suppressed due to
frustrations. As soon as we add a fermionic bath to the
plaquette within the spirit of CDMFT or density matrix
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regions in the U � µ space, whose ground states have an
occupation of three plus-minus one electrons. The one-
electron spectrum possesses four states with the energies:
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0 � µ and double-degenerate t
0 � µ. At zero inter-

action U = 0, there is no stable ground state with three
electrons, in the sense that one can add or remove one
electron without changing the thermodynamic potential.
Starting from some critical interaction strength U ⇡ 3
there is a small region, in that the plaquette ground state
with N = 3 electrons is separated by energy gaps from
the states with N = 2 and N = 4, see Fig. 1. Im-
portantly, this N = 3 ground state is fourfold degener-
ate consisting of two doublets in the sectors (2", 1#) and
(1", 2#), which we label |Xi and |Y i, according to their
symmetry. Moreover, there is a critical point (circle in
Fig. 1) where all three sectors with 2, 3, and 4 electrons
have the same ground state energy and form a sixfold
degenerate ground-state multiplet consisting of two sin-
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FIG. 1: (color online). Zero-temperature phase diagram
of the isolated plaquette as function of Hubbard U and

chemical potential µ in proximity of the quantum
critical point (circle) for t0/t = �0.3.
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[20] and also in the plaquette CDMFT [27, 33]. The idea
of a quantum critical point and nematicity has also been
discussed in Refs. [23, 31, 32]. Here, we demonstrate via
bottom-up approach, that this is the key ingredient of a
consistent minimal picture of HTSC.

If we approach this critical point from the region with
the N = 3 ground state, then the one electron density
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chemical potential µ in proximity of the quantum
critical point (circle) for t0/t = �0.3.
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embedding theory (DMET) [37] with only four bath sites,
a stable singlet solution forms with almost equal mixture
of all N = 2, 3, 4 sectors, which again is favorable for the
superconducting state as it is shown below.

Plaquette in Bath – The appearance of the DOS peak
at the Fermi energy leads to a universal instability in
the sense, that the susceptibility diverges in many dif-
ferent channels (magnetic, superconducting, charge den-
sity wave, etc.). From the weak-coupling point of view
this was discussed in the framework of the van Hove sce-
nario of HTSC [38–40]. In order to study the interplay
of di↵erent instability channels from the strong-coupling
perspective we introduce a simple model of an embedded
plaquette in the spirit of DMET [37]. To this aim we add
to the plaquette’s Hamiltonian a hybridization with four
fermionic bath states, one bath state per corner of the
plaquette, see Fig. 2a. We use an exact diagonalization
technique, namley the Lanczos scheme with a Hilbert
space size of 216, without any symmetry restrictions.
Furthermore, we introduce di↵erent symmetry breaking
fields acting on the bath fermions b

†
i�, bj�, i.e. dx2�y2 -

wave pairing, singlet magnetic states on the bonds, and
the conventional Neel antiferromagnetic state:

hd =
X

�=",#,i=1..4

(�1)i��d(bi,�bi+1,�� + h.c.), (3)

hs =
X

�=",#,i=1..4

(�1)i��s(b
†
i,�bi+1,�� + h.c.), (4)

hm =
1

2

X

�=",#,i=1..4

(�1)i��mb
†
i,�bi,�. (5)

Here we assume periodic boundary conditions, that
means for i = 4 we define i + 1 = 1. We switch on
small fields �d = �s = �m = 0.01t simultaneously and
calculate numerically their associated susceptibilities of
the plaquette. The hybridization V between the fermions
c
†
i� and b

†
j� breaks the sixfold degeneracy of the plaque-

tte’s quantum critical point and without external fields
it results in a singlet ground state, see Fig. 2a. The
dx2�y2 -wave superconducting (Eq. (3)) and the magnetic
bond-singlet (Eq. (4)) external fields respect quantum en-
tanglement of the singlet character of the ground state,
whereas the Neel field Eq. (5) destroys it. Being classical
in its nature, the Neel state is expected to be most sta-
ble for su�ciently strong coupling with the environment
V [41] or high temperatures [42]. For an infinite system
di↵erent types of order can be found by studying diver-
gences of susceptibilities. Since in DMET we deal with
finite systems, the susceptibilities remain finite up to zero
temperature and we assume, that the largest susceptibil-
ity of the cluster, shown in Fig. 2a, signals the corre-
sponding order of the crystal. The computational results
are shown in Fig. 2b as function of the hybridization pa-
rameter V . One can see, that dx2�y2 -wave superconduct-
ing pairing always wins in comparison with the singlet
bond pairing and is more favorable than the Neel order
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FIG. 2: (color online). (a) Sketch of the plaquette in
the four-site bath with dx2�y2 -wave order parameter.
(b) Superconducting (�d), singlet bond order (�s) and
antiferromagnetic (�m) susceptibility of the plaquette in
a bath as a function of the hybridization V for U = 3

and µ = 0.27.

for V  0.2. The self-consistent plaquette-Bethe DMFT
for the cluster case (see below) with optimal HTSC pa-
rameters corresponds to V = 0.1. The singlet ground
state near the plaquette’s quantum critical point favors
dx2�y2 -wave superconductivity, rather than magnetic or-
dering. This result agrees well with large scale CDMFT
calculations for optimal doping [28, 29].
Plaquette-Bethe Lattice – As a next step towards a

more realistic description of the cuprate crystal, we con-
sider a plaquette-Bethe model, with all sites arranged
in quadrupole Bethe “planes” and interconnected in
a plaquette-like manner, see Fig. 3a. The plaquette
CDMFT becomes exact for this model, when the con-
nectivity of the Bethe sublattice q tends to infinity. We
obtain similar results as for the double Bethe model for
a two-site cluster [41, 43]. The bath Green’s function in
this model reads

Ĝ�1 (i!) =
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i! + µ� ĥ0
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� t

2
bĜ (i!) . (6)

Ĝ (i!) is a 8 ⇥ 8 matrix of the superconducting Green’s
function for the plaquette with opposite spin-Nambu
spinors in the bath. We discretize the bath Green’s func-
tion with only four states similar to the DMET approach
using the Lanczos scheme in order to find the matrix
Green’s function of the superconducting states [28, 29].
As mentioned above, there is a sixfold degenerate ground
state for tb = 0 at the quantum critical point. At su�-
ciently small hybridizations, i.e. small tb in the plaquette-
Bethe model, the system becomes metallic with a slightly
broadened peak in the DOS at the Fermi energy. The
ground state is dx2�y2 -wave superconducting at low tem-
peratures [28, 29]. However, when tb increases a quantum
phase transition occurs with the destruction of the singlet
states and a formation of the energy gap in the single-
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parameter U is of the order of the bandwidth W = 8t.
Then, the t, t0 Hubbard model on the square lattice reads

H = �
X

ij

tijc
†
i�cj� +

X

i

Uni"ni#, (1)

where tij is an e↵ective hopping and U the local Coulomb

interaction. The operators c†i�, ci� create and annihilate
fermions at site i with spin � =" (+), # (�), respectively
and the occupation operator is ni� = c

†
i�ci�.

Isolated Plaquette – We start the discussion with elec-
tronic states in the isolated Hubbard plaquette. The opti-
mal doping for high-temperature superconductivity is of
the order of 15% of holes per site for almost all cuprate
materials. This gives us an average number of electrons
per site of 0.85 and results in 3.4 fermions per 4-site pla-
quette in the crystal. We argue, that this is related to
3-electron states of the isolated plaquette, since particle-
hole asymmetry introduced by the next-nearest neighbor
hopping t

0, with moderate values of U and certain fixed
chemical potentials (µ) result in an occupation per pla-
quette of the crystal, that is very close to the optimal
value of 3.4 electrons.

The Hamiltonian of the isolated plaquette reads
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We include the chemical potential in the diagonal part of
h
0
ij . The energy spectrum of the isolated plaquette near

the 3-electron filling is very unusual. We present in Fig. 1
regions in the U � µ space, whose ground states have an
occupation of three plus-minus one electrons. The one-
electron spectrum possesses four states with the energies:
±2t� t

0 � µ and double-degenerate t
0 � µ. At zero inter-

action U = 0, there is no stable ground state with three
electrons, in the sense that one can add or remove one
electron without changing the thermodynamic potential.
Starting from some critical interaction strength U ⇡ 3
there is a small region, in that the plaquette ground state
with N = 3 electrons is separated by energy gaps from
the states with N = 2 and N = 4, see Fig. 1. Im-
portantly, this N = 3 ground state is fourfold degener-
ate consisting of two doublets in the sectors (2", 1#) and
(1", 2#), which we label |Xi and |Y i, according to their
symmetry. Moreover, there is a critical point (circle in
Fig. 1) where all three sectors with 2, 3, and 4 electrons
have the same ground state energy and form a sixfold
degenerate ground-state multiplet consisting of two sin-
glets of the sectors (1", 1#) and (2", 2#) together with two
doublets of the 3-electron sectors. This critical point has
the coordinates U = 2.78, µ = 0.24 for standard values
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FIG. 1: (color online). Zero-temperature phase diagram
of the isolated plaquette as function of Hubbard U and

chemical potential µ in proximity of the quantum
critical point (circle) for t0/t = �0.3.

of t0/t = �0.3. We think, that this critical point of the
plaquette has crucial importance for the physics of the
strong-coupling dx2�y2 -wave superconductivity. The im-
portance of these three many-body states of the plaque-
tte CDMFT has been discussed first for the t� J model
[19]. In that case an additional triplet state in the N = 4
sector appeared without formation of the single quan-
tum critical point. The crossing of di↵erent many-body
states has been investigated in the valence bond DMFT
[20] and also in the plaquette CDMFT [27, 33]. The idea
of a quantum critical point and nematicity has also been
discussed in Refs. [23, 31, 32]. Here, we demonstrate via
bottom-up approach, that this is the key ingredient of a
consistent minimal picture of HTSC.

If we approach this critical point from the region with
the N = 3 ground state, then the one electron density
of states (DOS) at the Fermi energy diverges for both,
electron and hole sides, due to transitions from the four-
fold degenerate N = 3 ground state to singlets of N = 2
(hole side) and N = 4 (electron side) with zero excitation
energy. The corresponding spectral weights with normal-
ization of the �-functions are equal to 0.46 and 0.23 for
hole and electron sides, respectively. Thus, it introduces
an important electron-hole asymmetry. We see below,
that this plaquette quantum critical point results in a
formation of a “soft”-fermion mode, i.e. a DOS peak
at the Fermi energy, when investigating it in a crystal
of plaquettes. We argue, that these soft-fermions favor
the formation of the dx2�y2 -wave superconducting pair-
ing at low temperatures and of the pseudogap at high-
temperatures. At smaller t

0 this critical point shifts to
larger U and at t

0
/t = 0 its coordinates are U = 4.58,

µ = 0.72. It is worthwhile to point out that at optimal
values of t0 antiferromagnetic order is suppressed due to
frustrations. As soon as we add a fermionic bath to the
plaquette within the spirit of CDMFT or density matrix

2

parameter U is of the order of the bandwidth W = 8t.
Then, the t, t0 Hubbard model on the square lattice reads

H = �
X

ij

tijc
†
i�cj� +

X

i

Uni"ni#, (1)

where tij is an e↵ective hopping and U the local Coulomb

interaction. The operators c†i�, ci� create and annihilate
fermions at site i with spin � =" (+), # (�), respectively
and the occupation operator is ni� = c

†
i�ci�.

Isolated Plaquette – We start the discussion with elec-
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mal doping for high-temperature superconductivity is of
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materials. This gives us an average number of electrons
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quette in the crystal. We argue, that this is related to
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hole asymmetry introduced by the next-nearest neighbor
hopping t
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ij . The energy spectrum of the isolated plaquette near

the 3-electron filling is very unusual. We present in Fig. 1
regions in the U � µ space, whose ground states have an
occupation of three plus-minus one electrons. The one-
electron spectrum possesses four states with the energies:
±2t� t

0 � µ and double-degenerate t
0 � µ. At zero inter-

action U = 0, there is no stable ground state with three
electrons, in the sense that one can add or remove one
electron without changing the thermodynamic potential.
Starting from some critical interaction strength U ⇡ 3
there is a small region, in that the plaquette ground state
with N = 3 electrons is separated by energy gaps from
the states with N = 2 and N = 4, see Fig. 1. Im-
portantly, this N = 3 ground state is fourfold degener-
ate consisting of two doublets in the sectors (2", 1#) and
(1", 2#), which we label |Xi and |Y i, according to their
symmetry. Moreover, there is a critical point (circle in
Fig. 1) where all three sectors with 2, 3, and 4 electrons
have the same ground state energy and form a sixfold
degenerate ground-state multiplet consisting of two sin-
glets of the sectors (1", 1#) and (2", 2#) together with two
doublets of the 3-electron sectors. This critical point has
the coordinates U = 2.78, µ = 0.24 for standard values
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of the isolated plaquette as function of Hubbard U and

chemical potential µ in proximity of the quantum
critical point (circle) for t0/t = �0.3.

of t0/t = �0.3. We think, that this critical point of the
plaquette has crucial importance for the physics of the
strong-coupling dx2�y2 -wave superconductivity. The im-
portance of these three many-body states of the plaque-
tte CDMFT has been discussed first for the t� J model
[19]. In that case an additional triplet state in the N = 4
sector appeared without formation of the single quan-
tum critical point. The crossing of di↵erent many-body
states has been investigated in the valence bond DMFT
[20] and also in the plaquette CDMFT [27, 33]. The idea
of a quantum critical point and nematicity has also been
discussed in Refs. [23, 31, 32]. Here, we demonstrate via
bottom-up approach, that this is the key ingredient of a
consistent minimal picture of HTSC.

If we approach this critical point from the region with
the N = 3 ground state, then the one electron density
of states (DOS) at the Fermi energy diverges for both,
electron and hole sides, due to transitions from the four-
fold degenerate N = 3 ground state to singlets of N = 2
(hole side) and N = 4 (electron side) with zero excitation
energy. The corresponding spectral weights with normal-
ization of the �-functions are equal to 0.46 and 0.23 for
hole and electron sides, respectively. Thus, it introduces
an important electron-hole asymmetry. We see below,
that this plaquette quantum critical point results in a
formation of a “soft”-fermion mode, i.e. a DOS peak
at the Fermi energy, when investigating it in a crystal
of plaquettes. We argue, that these soft-fermions favor
the formation of the dx2�y2 -wave superconducting pair-
ing at low temperatures and of the pseudogap at high-
temperatures. At smaller t

0 this critical point shifts to
larger U and at t
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/t = 0 its coordinates are U = 4.58,

µ = 0.72. It is worthwhile to point out that at optimal
values of t0 antiferromagnetic order is suppressed due to
frustrations. As soon as we add a fermionic bath to the
plaquette within the spirit of CDMFT or density matrix
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tronic states in the isolated Hubbard plaquette. The opti-
mal doping for high-temperature superconductivity is of
the order of 15% of holes per site for almost all cuprate
materials. This gives us an average number of electrons
per site of 0.85 and results in 3.4 fermions per 4-site pla-
quette in the crystal. We argue, that this is related to
3-electron states of the isolated plaquette, since particle-
hole asymmetry introduced by the next-nearest neighbor
hopping t

0, with moderate values of U and certain fixed
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ij . The energy spectrum of the isolated plaquette near

the 3-electron filling is very unusual. We present in Fig. 1
regions in the U � µ space, whose ground states have an
occupation of three plus-minus one electrons. The one-
electron spectrum possesses four states with the energies:
±2t� t

0 � µ and double-degenerate t
0 � µ. At zero inter-

action U = 0, there is no stable ground state with three
electrons, in the sense that one can add or remove one
electron without changing the thermodynamic potential.
Starting from some critical interaction strength U ⇡ 3
there is a small region, in that the plaquette ground state
with N = 3 electrons is separated by energy gaps from
the states with N = 2 and N = 4, see Fig. 1. Im-
portantly, this N = 3 ground state is fourfold degener-
ate consisting of two doublets in the sectors (2", 1#) and
(1", 2#), which we label |Xi and |Y i, according to their
symmetry. Moreover, there is a critical point (circle in
Fig. 1) where all three sectors with 2, 3, and 4 electrons
have the same ground state energy and form a sixfold
degenerate ground-state multiplet consisting of two sin-
glets of the sectors (1", 1#) and (2", 2#) together with two
doublets of the 3-electron sectors. This critical point has
the coordinates U = 2.78, µ = 0.24 for standard values
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critical point (circle) for t0/t = �0.3.
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plaquette has crucial importance for the physics of the
strong-coupling dx2�y2 -wave superconductivity. The im-
portance of these three many-body states of the plaque-
tte CDMFT has been discussed first for the t� J model
[19]. In that case an additional triplet state in the N = 4
sector appeared without formation of the single quan-
tum critical point. The crossing of di↵erent many-body
states has been investigated in the valence bond DMFT
[20] and also in the plaquette CDMFT [27, 33]. The idea
of a quantum critical point and nematicity has also been
discussed in Refs. [23, 31, 32]. Here, we demonstrate via
bottom-up approach, that this is the key ingredient of a
consistent minimal picture of HTSC.

If we approach this critical point from the region with
the N = 3 ground state, then the one electron density
of states (DOS) at the Fermi energy diverges for both,
electron and hole sides, due to transitions from the four-
fold degenerate N = 3 ground state to singlets of N = 2
(hole side) and N = 4 (electron side) with zero excitation
energy. The corresponding spectral weights with normal-
ization of the �-functions are equal to 0.46 and 0.23 for
hole and electron sides, respectively. Thus, it introduces
an important electron-hole asymmetry. We see below,
that this plaquette quantum critical point results in a
formation of a “soft”-fermion mode, i.e. a DOS peak
at the Fermi energy, when investigating it in a crystal
of plaquettes. We argue, that these soft-fermions favor
the formation of the dx2�y2 -wave superconducting pair-
ing at low temperatures and of the pseudogap at high-
temperatures. At smaller t

0 this critical point shifts to
larger U and at t
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/t = 0 its coordinates are U = 4.58,

µ = 0.72. It is worthwhile to point out that at optimal
values of t0 antiferromagnetic order is suppressed due to
frustrations. As soon as we add a fermionic bath to the
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StartingfromsomecriticalinteractionstrengthU⇡3
thereisasmallregion,inthattheplaquettegroundstate
withN=3electronsisseparatedbyenergygapsfrom
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FIG. 8. Phase diagrams of the quadruple Bethe lattice dependent on the chemical potential µ and Hubbard interaction U
for several next-nearest-neighbor hoppings t0 and Bethe hoppings tb. Considered spontaneously broken symmetries are d-wave
superconductivity (dSC), antiferromagnetism (AFM) and plaquette antiferromagnetism (PAFM). The black lines denote the
groundstate crossovers of the regions N = 2, 3, 4 (bottom to top) of the isolated plaquette. The dotted black line marks the
chemical potential µ24(U) at which the N = 2, 4 sector-groundstates of the isolated plaquette cross. The maximum dSC order
value per diagram is marked by “+”. The dashed and solid colored lines correspond to µopt(U, tb) and Uopt(tb) fits corresponding
to  max

dSC , respectively.

t0 µ24(Uc) = µc µ(1)
opt U (0)

opt U (1)
opt

0 0.72 0.51 ± 0.02 2.93 1.79

0.3 0.24 0.62 ± 0.05 1.82 5.04

TABLE I. Fit-coe�cients of the linear-tb models for the opti-
mal chemical potential µopt and optimal Hubbard interaction
Uopt for di↵erent next-nearest-neighbor hoppings t0. The o↵-
set of µopt, i.e. µ24, is calculated in the isolated plaquette, it
is the chemical potential at that |2, 0,�i and |4, 0,�i of the
isolated plaquette cross.

for U = 4.59, t0 = 0 and U = 2.78, t0 = 0.3 is the PDP.
 max

dSC at tb = 0.1 is very similar for t
0 = 0 and t

0 = 0.3.
For very small tb the quadruple Bethe lattice turns into
isolated plaquettes and dSC vanishes.

So far, we have focused on a description in terms of
energies and thus on µ rather than the observable hole
doping � = 1�hni. In Fig. 9 (insets) we present  dSC de-
pending on the doping. For small tb, for both t

0 = 0 and
t
0 = 0.3, the maximum of dependence is found around
� ⇠ 0.15, that is the optimal doping of cuprates5. For
larger tb = 0.5 and t

0 = 0.3,  max
dSC shifts somewhat to-

wards half-filling. It is remarkable, that the maximum at
� ⇠ 0.15 is such a stable feature for di↵erent t0 and U at

small tb ⇠ 0.1, i.e. weakly hybridized plaquettes. Larger
tb make the dSC dome results similar to 2D CDMFT
studies at larger temperatures, where the dSC dome is
closer to half-filling53,54. In the 2D approximation of
CDMFT the hybridization is solely determined by the
self-consistency condition and there is no analogue to tb.
The present context can raise the question whether long-
range correlations that are neglected by 2D CDMFT can
e↵ectively turn the system into more weakly hybridized
plaquettes.
With the fit of µopt(U, tb) we can predict optimal dop-

ing. Next we find the optimal Hubbard interaction that
maximizes  dSC along the µopt(U) line for a given value
of tb. We also attempt a linear fit with respect to tb here,

Uopt(tb) ' U
(0)
opt + U

(1)
opttb, (22)

But contrary to µopt(U, tb), we need to fit the slope U
(1)
opt

and the o↵set U
(0)
opt (Tab. I). Furthermore, there is no

physical motivation from the non-interacting case as in
the µopt-fit in favor of a linear dependence. We use it only
to estimate the position of the maximum  max

dSC within
the µ-U phase diagram, also for other tb. Fig. 10 (top)
shows the linear fit of Uopt, though only few points are
taken into account. The fitted models predict the posi-
tion, (µopt, Uopt), of  max

dSC dependent on tb in the µ-U

M. Harland, et al, arXiv:1905.12610
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FIG. 17. Local density of states for di↵erent hole-dopings � in
the dSC state (t0 = 0.3, tb = 0.2, U = 2.78). The color code
in the zoom-in (left) is the same as in the overview (right).
The analytic continuation is obtained by the stochastic opti-
mization method58–60.

hopping correlations, results in the non-trivial dome-like
structure of the dSC order. At the overdoping end of
the dSC dome the Boltzmann weight of the spin-triplet
|4, 1,Mi exceeds that of |4, 0,�i, and pair hoppings correl
vanish which suppresses the dSC.

Fig. 17 is a detailed view of Fig. 15 with more values
for �. It shows the dSC gap of the one-particle spec-
tral function. Finite hole doping and dSC order set in
with a sharp peak below Fermi level and a small peak
above. The latter grows until at optimal doping the dSC
gap is approximately particle-hole symmetric. From op-
timal doping to overdoping the peak of hole excitations
shifts through the Fermi level increasing spectral weight
at Fermi level until the gap is closed and dSC order is
absent. In contrast to the lower edge the upper edge of
the dSC gap does not shift with doping. It suggests that
two distinct mechanisms contribute to the formation of
the dSC gap in the one-particle spectral function65.

VIII. SUPERCONDUCTIVITY &
ANTIFERROMAGNETISM

Using a two-by-two plaquette as cluster, we can de-
scribe AFM and dSC order on equal footing, and both are
relevant for the phase diagram of the cuprates. In Fig. 18
we observe that it is largest at half-filling, at that accord-
ing to experimental findings, the Néel temperature is also
largest50. In contrast to the hole doped cuprates we find
coexistence66,67 of AFM and dSC order up to � = 0.25
which is a well-known feature of CDMFT15,20,68,69 and
is expected to arise from the neglecting of long-ranged
correlations. In fact, already an eight-site cluster can
suppress dSC in proximity of half-filling21.

The maximum value of the AFM order parameter is
 AFM = 0.25, which is only half the magnitude of the
plaquette’s full magnetization. This is the case, because
two electrons are locked in the singlet of the �-orbital,
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FIG. 18. Order parameters  of antiferromagnetism (AFM),
d-wave superconductivity (dSC) and spin-triplet supercon-
ductivity (⇡SC) dependent on hole doping � for Bethe hop-
ping tb = 0.5 (left) and dependent on tb for half-filling � = 0
(right) (U = 2.78, t0 = 0.3).

that is fully occupied and doesn’t touch the Fermi-level,
see Fig. 6. Finite values for  AFM we find only for
tb � 0.3, it increases sharply as function of tb and sat-
urates around tb = 0.4 at  AFM = 0.25. This is very
di↵erent from the dSC order parameter, that has its
maximum around tb = 0.1 (Fig. 11). It seems, that for
the AFM it is necessary to have a certain minimal spin
exchange interaction not only within but also between
plaquettes. In contrast, dSC requires a certain plaque-
tte eigenstate configuration and a much weaker plaquett
e hybridization. To some extend this asymmetry can
be understood regarding the non-interacting density of
states (Fig. 6 and Eq. (14)). While dSC occurs entirely
withinX and Y , AFM order couples also � andM , which
are split and farther from the Fermi level.

Moreover, we observe spin-triplet
superconductivity69,70 (⇡SC) with the order parameter

 ⇡SC =
1

42

X

RR0

(cos [X (R�R
0)]� cos [Y (R�R

0)])

⇥ e
iMR0

hcR"cR0# + cR#cR0"i . (25)

It is described by entries of the correlation functions
that are o↵-diagonal in Nambu and plaquette-momentum
space, see Eq. (14). Further, a comparison with Eq. (20)
shows also that it is a combination of AFM and dSC as
it breaks the spatial symmetries of the plaquette accord-
ing to AFM and dSC. Finally, the symmetry upon spin-
exchange can be seen explicitly in Eq. (25) and stresses
the spin-triplet character. We find non-zero values for
 ⇡SC only at dopings for the the quadruple Bethe lat-
tice also shows coexistence of dSC and AFM. Thus ⇡SC
is a result of the interplay between dSC and AFM.

Dopping dependence of Spectral function

Magnetism and Superconductivity d-wave order parameter



Josephson lattice model for dSC phase fluctuations
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of the plaquette and ↵ = 0, 1, 2, 3 labels the sites within
the plaquette. In order to describe the superconducting
state we use a Gor’kov-Nambu spinor representation for
the Green function which is a 2⇥2 matrix. Thus the full
lattice Green function Gij is an 8⇥ 8 matrix.

To obtain explicit microscopic expressions for the
Josephson coupling parameters Jij we calculate the mi-
croscopic variation of the thermodynamic potential ⌦ of
the system under small variations of the phases and com-
pare the result with that from Eq. (2). It depends on
the lattice Green function that we can substitute via the
Dyson equation by the local self-energy of CDMFT
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The superscripts p and h denote particle and hole, respec-
tively. They are related by G

h(i!) = � (Gp(i!))⇤. The
anomalous (o↵-diagonal) parts of the self-energy (S) and
Green function (F ) describe dSC pairing in the plaque-
tte and are matrices in plaquette sites (↵) with non-zero
elements S01 = �S12 = S32 = �S03. Furthermore, we
consider finite temperatures and therefore the correlation
functions depend on fermionic Matsubara frequencies.

Then the local-force theorem[36] gives

�⌦ = Tr ln (1�G�
⇤⌃) , (4)

in that �⇤ is the local variation of the self-energy without
taking into account its variation due to the DMFT self-
consistency and G is the lattice Green function without
variation. Eq. (4) is rigorous in the first order of ✓i.[36]
However, we will use it also for the second order terms.
It corresponds to neglecting vertex corrections, that is
reasonable to assume for the ordered phase.[39, 40] Near
the transition we believe that it can be used at least
for the estimation of parameters of the superconducting
state.

For our specific problem we design the variation as an
infinitesimal change of the (plaquette-)local phase �✓i,
for that holds ✓h = �✓

p. Therefore it reads

�
⇤⌃i = e

i�✓i�z/2 ⌃i e
�i�✓i�z/2 � ⌃i, (5)

in that the third Pauli matrix �z acts on the Nambu-
space. It is a U(1)-rotation of the local self-energy
that changes only the anomalous parts. ⌃i is the
numerical[41, 42] solution of the CDMFT (Eq. (3)) using
the continuous-time quantum Monte-Carlo (CTQMC)
method, see supplemental material[43] for details.
Eq. (4) and Eq. (5) lead to the following expression for
the Josephson lattice parameters[43]

Jij = T Tr!↵

⇣
FijSjFjiSi �G

p"
ij SjG

h#
ji Si

⌘
, (6)

Its structure is similar to the expression for the magnetic
interactions.[36]

FIG. 2. 2D Superconducting sti↵ness Ik (top) and order pa-
rameter for local Cooper-pair formation �CDMFT

dSC (bottom)
as functions of the temperature T for various dopings �. The
data is interpolated from a parameter scan in T -�-space.

To consider the thermodynamics of the “Josephson lat-
tice” model of Eq. (2) it is important to go to a continuum
limit with the integration over the volume d

d
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where a, b are Cartesian indices, Iab is the sti↵ness matrix
and r are position vectors in the plaquette-continuum.
Substituting Eq. (6) into Iab and passing to the momen-
tum representation[43] we obtain

Iab =
T
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here k is a wave vector in the reduced Brillouin zone cor-
responding to translations of plaquettes. For our model
the sti↵ness matrix is diagonal kIabk = diag

�
Ik,Ik,I?

�

with the in-plane component Ik and the perpendicular
component I?.
The temperature dependence of the dSC sti↵ness can

be divided into two qualitatively di↵erent regions, see
Fig. 2 (top). For 0 <⇠ � <⇠ 0.075 the temperature, at that
Ik becomes non-zero, is constant. Ik saturates quickly
with decreasing T and the maximum within the consid-
ered temperature range (0.02 <⇠ T  0.06) grows. In
contrast, for 0.075 <⇠ � <⇠ 0.15 the temperature of non-
zero Ik as well as the maximum value of Ik decrease.
Characteristics of the latter have been found in YBCO
(and La2�xSrxCuO4[44]) with a constant slope (Ik(T ))
for di↵erent underdopings[45, 46] and also in a study of
the intensity of a current-current correlation function’s
Drude-like peak[20]. Note that the latter method can
give just a number for the superfluid density whereas our
approach allows to restore the whole Hamiltonian with
the non-local e↵ective Josephson parameters.
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Green function (F ) describe dSC pairing in the plaque-
tte and are matrices in plaquette sites (↵) with non-zero
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consider finite temperatures and therefore the correlation
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However, we will use it also for the second order terms.
It corresponds to neglecting vertex corrections, that is
reasonable to assume for the ordered phase.[39, 40] Near
the transition we believe that it can be used at least
for the estimation of parameters of the superconducting
state.

For our specific problem we design the variation as an
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that changes only the anomalous parts. ⌃i is the
numerical[41, 42] solution of the CDMFT (Eq. (3)) using
the continuous-time quantum Monte-Carlo (CTQMC)
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rameter for local Cooper-pair formation �CDMFT
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as functions of the temperature T for various dopings �. The
data is interpolated from a parameter scan in T -�-space.
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where a, b are Cartesian indices, Iab is the sti↵ness matrix
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here k is a wave vector in the reduced Brillouin zone cor-
responding to translations of plaquettes. For our model
the sti↵ness matrix is diagonal kIabk = diag
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Ik,Ik,I?
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with the in-plane component Ik and the perpendicular
component I?.
The temperature dependence of the dSC sti↵ness can

be divided into two qualitatively di↵erent regions, see
Fig. 2 (top). For 0 <⇠ � <⇠ 0.075 the temperature, at that
Ik becomes non-zero, is constant. Ik saturates quickly
with decreasing T and the maximum within the consid-
ered temperature range (0.02 <⇠ T  0.06) grows. In
contrast, for 0.075 <⇠ � <⇠ 0.15 the temperature of non-
zero Ik as well as the maximum value of Ik decrease.
Characteristics of the latter have been found in YBCO
(and La2�xSrxCuO4[44]) with a constant slope (Ik(T ))
for di↵erent underdopings[45, 46] and also in a study of
the intensity of a current-current correlation function’s
Drude-like peak[20]. Note that the latter method can
give just a number for the superfluid density whereas our
approach allows to restore the whole Hamiltonian with
the non-local e↵ective Josephson parameters.
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FIG. 3. In-plane superconducting sti↵ness Ik (top, left), in-
plane penetration depth �ab (top, right), perpendicular super-
conducting sti↵ness I? (center, left), perpendicular penetra-
tion depth (center, right) and CDMFT dSC order parameter
�CDMFT

dSC (bottom) as functions of doping � at T = 1/52 ⇠
0.02. Quantities are shown for di↵erent interlayer hoppings
t? and next-nearest neighbor hoppings t0.

The temperature dependence looks very similar to that
of the order parameter of local Cooper-pair formation,
see Fig. 2 (bottom), that is defined as

�CDMFT
dSC = hc"Xc#Xi = �hc"Y c#Y i (9)

where we performed a unitary transformation on the
intra-cluster sites into the plaquette-orbital basis, that
can be regarded as a discrete Fourier transform and hence
the orbital labels �, X, Y and M . Thus the main e↵ect
stems from the abscence of local Cooper-pairs. The most
prominent di↵erence between Ik and �CDMFT

dSC is in the
saturation at low temperatures, especially in the under-
doped region. Regarding the accuracy of the local-force
theorem it is important to check whether the saturation
of the local order parameter �CDMFT

dSC with respect to de-
creasing temperature is reached. Otherwise amplitude
fluctuations of the dSC gap may play a stronger role
and vertex corrections become significant.[39] Our calcu-
lations show a saturation at T ⇠ 0.02 for dopings � <⇠ 0.1.
Arbitrary low temperatures for the Ik(T = 0)-estimate,
that we will discuss below, can not be reached because
of the CTQMC-fermionic sign problem.[15]

So far we have only discussed the 2D lattice. In Fig. 3
we compare the in-plane/perpendicular dSC sti↵ness and
penetration depth as well as the order parameter of local
Cooper pair formation for di↵erent t? and t

0. t? has a
minor impact on Ik, in contrast t0 reduces it significantly
(Fig. 3, top). Remarkably, for small dopings � < 0.05 Ik
is rather independent of t? and t

0. Then for larger dop-
ings Ik of t0 = 0.3 has a symmetric dome shape, whereas
for t0 = 0 it is skewed with a more pronounced maximum
at larger dopings. Ik is an order of magnitude larger

than I? (Fig. 3, center) reflecting the fact that for the
Josephson lattice model the superfluid is still more con-
centrated within the strongly coupled CuO planes rather
than in between. A comparison with the order parame-
ter �CDMFT

dSC (Fig. 3, bottom) reveals that their respective
maxima do not coincide and their profile is very di↵erent.
The superconducting sti↵ness is closely related to the

London penetration depth �, namely

�
�2
ab/c =

1

h̄c
Ik/?. (10)

The penetration depths have been measured in sev-
eral experiments close to optimal doping. The zero-
temperature values lie in the range of �a = 100nm �
160nm and �c = 635nm.[47, 48] Finite temperature cor-
rections can add ��ab(T = 80K) ⇠ 100nm.[49] The
largest parallel penetration depth that we found for
t
0 = 0.3 is �ab = 110nm. This value corresponds to a
doping at that the temperature-dependent saturation of
the sti↵ness has been reached (Fig. 2) and we can com-
pare it to zero-temperature measurements. Therefore it
matches well into the series of measurements. Addition-
ally we found �c ⇠ 700nm, that is within 10% of the
measured zero-temperature value.
In the 2D case the model of Eq. (2) exhibits the

Kosterlitz-Thouless (KT) transition, that corresponds to
the unbinding of vortex-antivortex pairs. The transition
temperature is

TKT =
⇡

2
Ik (11)

At T < TKT there is no real long-range order in the
system but power-law decay of the correlation function
of the superconducting order parameter. In this sense
interlayer tunneling is essentially important to have long-
range order, i.e. real superconductivity at macroscopic
scales.
In Fig. 4 we present the transition temperatures of

CDMFT T
CDMFT
c and of the Kosterlitz-Thouless tran-

sition TKT . TCDMFT
c has been calculated using a Mean-

field fit and TKT from the superconducting sti↵ness ac-
cording to Eq. (11). It is an estimate as we use the sti↵-
ness of T ⇠ 0.02 throughout in order to calculate the
transition temperature. The solid line of the Kosterlitz-
Thouless transition TKT is the part of the phase diagram
in that the low-temperature saturation of �CDMFT

dSC and Ik
has been reached and thus the application of our method
reliable. For the dotted line-part amplitude fluctuations
can change the transition temperature.
Superconductivity is strongest suppressed by phase

fluctuations at small dopings. This is where local Cooper-
pairs according to CDMFT are well pronounced. Note
that local antiferromagnetic fluctuations are respected by
our method, but long-ranged spin waves are not. Both
can contribute to the suppression of superconductivity
in � <⇠ 0.05 in cuprates.[11] The maximum transition
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FIG. 4. Phase diagram of the local dSC order parame-
ter �CDMFT

dSC depending on the temperature T and doping �
(t0 = 0.3, 2D). Circles denote CDMFT calculations, the back-
ground is a linear interpolation. The critical temperature
TCDMFT
c has been estimated by a mean-field fit. The transi-

tion temperature of the XY -model TKT has been calculated
from the superconducting sti↵ness at T = 1/52 ⇠ 0.02 at that
Ik(T ) is (not) saturated for the solid (dotted) part.

temperature of CDMFT is T
CDMFT,max
c ⇠ 180K that is

nearly twice as large than the experimental value[32]. In
contrast including phase fluctuations gives a major cor-
rection as T

max
KT ⇠ 120K. One also needs to take into

account the existence of the Nernst region that extends
over a range up to 20K[50–52]. Its subtraction from T

max
KT

gives ⇠ 100K, a reasonable estimate (⇠ 10%) of YBCO.
The optimal value for the doping of the CuO planes is
� = 0.15, that is within the region that requires CDMFT
calculations with T < 0.02 in order to neglect vertex cor-
rections.

Our theory provides a connection from the Hubbard
model to e↵ective theories of the Josephson coupling
only. Those have been applied to investigate experi-
ments in that interplane Josephson coupling has an es-
sential role.[53, 54] We present a selection of the Joseph-
son couplings of the parallel and perpendicular plaquette-
translations in Fig. 5. Jr decreases rapidly with increas-
ing plaquette-translation length |r| and the short-range
components of Jr alone can give a complete description.

We find that e↵ective Josephson models with a nearest
neighbor coupling J(1,0,0) only are reasonable for t0 = 0.3
as it is an order of magnitude larger than the remain-
ing couplings Jr (Fig. 5, left). In contrast, for t0 = 0 and
� ⇠ 0.1 the next-nearest neighbor coupling J(1,1,0) has the
same order of magnitude and should be treated accord-
ingly. The second- and third-nearest neighbor Josephson
couplings J(1,1,0) and J(2,0,0) are split by up to one or-
der of magnitude for t

0 = 0. In opposite, with t
0 = 0.3

the two are competing and intersect close to � = 0.12.
The interplane coupling J(0,0,1) is an order of magnitude
smaller than J(1,0,0) and t

0 can change its doping depen-
dence qualitatively. Those e↵ects will be interesting to

FIG. 5. Josephson coupling Jr as a function of doping � (left)
and of interlayer hopping t? (right) for di↵erent plaquette
translations r in the 3D lattice at T = 1/52 ⇠ 0.02 and
t? = �0.15. Solid and dashed lines correspond to t0 = 0.3
and t0 = 0, respectively.

study further within the XY -model, e.g. in the context
of La2�xBaxCuO4[55–58].
An increase of the interlayer hopping t? increases the

interlayer Josephson coupling sharply (�J(0,0,1)/�t? ⇠
�102) at small hole-dopings (Fig. 5, right). On the other
hand the in-plane Josephson couplings are rather con-
stant as functions of t?. It turns out that J(1,1,0), J(2,0,0)
and J(0,0,1) have very similar values around our consid-
ered realistic t? = �0.15.
In conclusion, based on the local-force theorem we have

derived a mapping from local correlation functions of
the Hubbard model, obtained by CDMFT, to an e↵ec-
tive Josephson coupling. We have introduced local U(1)-
phase fluctuations in the thermodynamic potential and
mapped it to the XY -model to describe the role of phase
coherence of the Cooper-pairs in the cuprates. The dSC
sti↵ness is calculated for the thermodynamic limit of the
XY -model at low temperatures. We have found that its
profile for underdopings is strongly suppressed compared
to the order parameter of local Cooper-pair formation.
The penetration depths calculated from the dSC sti↵ness
(�ab = 110nm, �c = 700nm) give reasonable estimates in
comparison with experimental data of YBCO.
The temperature of the Kosterlitz-Thouless transition

of the 2D XY -model at small hole-dopings is smaller
than the critical temperature of local Cooper-pair for-
mation. The maximum of the former (Tmax

KT ⇠ 120K) is
about one third smaller than the maximum of the latter
(TCDMFT,max

c ⇠ 180K), which is closer to the transition
temperature of YBCO and especially close to the up-
per bound of the Nernst-region. For small hole-dopings
(�  0.05) J(1,0,0) is much larger than the remaining cou-
plings. However, this changes for larger dopings and also
depends on the hopping parameters.
We thank G. Homann and L. Mathey for discussions on

applications of e↵ective Josephson couplings and models.
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Beyond DMFT: Dual DB/DF scheme
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General Lattice Action:

Reference system: Local Action with hybridization Dn and Lw

Lattice-Impurity connection:

Lw

Dn 
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The dual boson scheme [3] aims to treat the action (50) in a way, similar to the dual-fermion
approach. Additionally the dual fermionic degrees of freedom, the bosonic fields are treated in
a similar manner. This allows for a consideration of the strongly correlated systems beyond the
Hubbard model. Also, it can be employed for an explicit treatment of the collective excitations
in the Hubbard model. Here we present the basic idea of this approach (Fig. 6).
First we split the lattice action (50) into a sum of effective single-site local impurity reference
actions Sref

i
defined by hybridization function �⌫ with screened local interaction U! and a

non-local remaining part S̃
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The local bare interaction of the impurity model is then equal to U! = U! +⇤! and it is easy to
see that Uq � U! = Vq � ⇤! which makes the method independent of the U -V separation. The
impurity problem with frequency dependent interactions (as well as spin-dependent exchange)
can be solved using, e.g., continuous-time quantum Monte Carlo solvers [1], and one can obtain
the local impurity Green’s function g⌫ , susceptibility �! and the renormalized interaction W!.
The local impurity Green’s function g⌫ , susceptibility �! and renormalized interaction W! as
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where the average is taken with respect to the impurity action (52). The strategy here is similar
to the dual fermion scheme and consists of efficient perturbation scheme for �S in action
formalsim. In addition to fermionic Hubbard-Stratonovich transformation Eq. (32) on the first
term ["k � �⌫ ]c
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and we use that U! � Uq = ⇤! � Vq. Note that the caution should be taken for convergence
problem of integral over new dual variable e� [3] which not affect the final eqiations. Rescaling
the bosonic fields �q! as �q!↵�1

!
and integrating out the original degrees of freedom c+ and c

we arrive at the dual action
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In practice, it is more efficient to evaluate the lowest order diagrams in real space and transform
back to reciprocal space using the fast Fourier transform. After calculating the best possible
series for the self-energy ⌃̃ in the dual space one can calculate the renormalized Green function
matrix for original fermions using the following simple transformations [3]:

G⌫(k) =

⇣
g⌫ + g⌫⌃̃⌫(k)g⌫

⌘�1

+�⌫ � "k

��1
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which is a useful generalization of the DMFT Green’s function (see Eq.(45)) to include the non-
local correlation effects. One can see that the dual self-energy plays the role of of an effective
T-matrix for the exactly solvable local problem. The progress of the DMFT approach is strongly
related to developments of efficient numerical solvers for an effective continuous time quantum
impurity model [1].

5 Dual Boson approach for non-local interactions

Many important effects in physics of correlated systems based on non-local interactions in solids
and related with consistent description of collective excitation (plasmons, magnons, orbitons
etc.) which can strongly affect the original electronic degrees of freedom. Using first-principle
constrain-RPA scheme [16] one can obtained non-local interaction parameters for correlated
subspace screened by broad-bands of conducting electrons. The simplest effective Hamiltonian
for such an extended Hubbard model reads
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here the Grassmann variables c+q⌫ (cq⌫) corresponding to creation (annihilation) of an electron
with momentum k and fermionic Matsubara frequency ⌫ and we skip the spin-indices for sim-
plicity. The interaction Uq = U + Vq consists of the on-site (Hubbard term) and non-local
long-range Coulomb interactions respectively. The screened Coulomb enteraction can be fre-
qency dependent Uq! as in c-RPA case which not produce any problems as one can see later.
For simplicity we include only charge fluctuations which are given by the complex bosonic
variable ⇢q! =

P
k⌫�(c

⇤
k⌫ck+q,⌫+!

� hc⇤k⌫ck⌫i�q!). We do not include exchange interactions in
Hamiltonian and local spin degrees of freedom which can be done with some caution for vector
spin boson case [17]. Moreover we will consider only one-band model but keep the matrix form
of all equations for simple generalization in case of few orbitals (bands). The chemical potential
µ defined the average number of electrons per site. Finally, "k is the Fourier transform of the
hopping integral tij between different sites.
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long-range Coulomb interactions respectively. The screened Coulomb enteraction can be fre-
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see that Uq � U! = Vq � ⇤! which makes the method independent of the U -V separation. The
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to the dual fermion scheme and consists of efficient perturbation scheme for �S in action
formalsim. In addition to fermionic Hubbard-Stratonovich transformation Eq. (32) on the first
term ["k � �⌫ ]c

+
⌫k�c⌫k� which give the dual fermion variables f+

⌫k�, f⌫k�, we will perform a
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and we use that U! � Uq = ⇤! � Vq. Note that the caution should be taken for convergence
problem of integral over new dual variable e� [3] which not affect the final eqiations. Rescaling
the bosonic fields �q! as �q!↵�1

!
and integrating out the original degrees of freedom c+ and c

we arrive at the dual action

S̃ = �
X

k⌫

f ⇤
k⌫G̃

�1
0 fk⌫ �

1

2

X

q!

�⇤
q!W̃

�1
0 �q! + Ṽ . (55)
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I. DUAL BOSON THEORY

Many important e↵ects in physics of correlated sys-
tems are based on non-local interactions in solids and re-
lated with consistent description of collective excitations
(plasmons, magnons, orbitons etc.) which can strongly
a↵ect the original electronic degrees of freedom. Us-
ing first-principle constrain-RPA scheme? one can ob-
tain frequency dependent non-local interaction for cor-
related subspace screened by broad-bands of conducting
electrons. The simplest e↵ective action for such an ex-
tended Hubbard model reads

S = �
X

k⌫�

G�1
0k⌫c

+
k⌫�ck⌫� +

1

2

X

q!

Uq!n
⇤
q!nq!. (1)

where G0k⌫ = [i⌫ + µ � "k ]
�1 is a bare lattice Green’s

function and the interaction Uq! = U! + Vq! con-
sists of the on-site term U and non-local long-range
Coulomb interactions V , respectively. For simplicity we
include only charge fluctuations which are given by the
complex bosonic variable nq! =

P
k⌫�(c

+
k⌫ck+q,⌫+! �⌦

c+k⌫ck⌫
↵
�q!). We do not consider the exchange interac-

tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
e↵ective single-site local impurity reference actions Sref

i
defined by hybridization function �⌫ with screened local
interaction U! and a non-local remaining part S̃

S =
X

i

S(i)
ref +�S, (2)

which are given by the following relations
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where G0k⌫ = [i⌫ + µ � �⌫ ]
�1 is a bath Green’s func-

tion, "̃k⌫ = "k � �⌫ and Ũq! = Uq! � U! and one can

see that we can incorporate arbitrary frequency depen-
dence of bare Coulomb interactions as well as electron
spectrum. The local bare interaction of the impurity
model is then equal to U! = U! + ⇤! and it is easy
to see that Uq! � U! = Vq! � ⇤! which makes the
method independent of the U -V separation. The impu-
rity problem with frequency dependent interactions (as
well as spin-dependent exchange) can be solved using,
e.g., continuous-time quantum Monte Carlo solvers? ? ,
and one can obtain the local impurity Green’s function
g⌫ , susceptibility �! and the renormalized interaction
W!. The lattice and the reference impurity Green’s func-
tions and susceptibilities are defined as follows:

Gk⌫/G
ref
⌫ = �

⌦
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↵
k⌫/⌫ ref

, (5)

Xq!/�! = �hn n⇤iq!/! ref , (6)

W! = U! + U!�!U!, (7)

where the averages are taken with respect to the lattice
or impurity actions (??).

The strategy here is similar to the dual fermion scheme
and consists of e�cient perturbation scheme for �S in
the action formalism. To shorten the expressions, here
we do not write the formulas with the explicit source
fields, as they can be straightforwardly introduced in an
analogue to Sec. .... In addition to fermionic Hubbard-
Stratonovich transformation Eq. (??) on the first term
"̃k⌫c

+
⌫k�c⌫k� which give the dual fermion variables c̃+k⌫�,

c̃k⌫�, we will perform a bosonic transformation:
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q!Ũq!nq!

=
q

det[Ũ�1
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Note that the caution should be taken for convergence
problem of integral over new dual variable ñ due to the
signum of Ũq! which not a↵ect the final equations? . We
point out that the first transformation as in dual fermion
approach made exact relation to the reference impurity
system. Rescaling the bosonic fields ñq! with some fre-
quency dependent factor as ñq!↵�1

! , and integrating out
the original degrees of freedom c+ and c we arrive at the
dual boson action
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with the bare dual fermion-boson propagators
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⌫ , (10)
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q! ñq!+n⇤
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2

and the dual interaction term Ṽ . We introduce also the
fermion (GE) and boson (WE) propagators for the ex-
tended DMFT theory and we chose ↵! = W!/U! =
(1 + U!�!) as the local renormalization factor.

The explicit form of the dual interaction can be ob-
tained expanding the c+, c-dependent part of the par-
tition function in an infinite series and integrating out
these degrees of freedom. The two first terms in Ṽ are
given by

Ṽ = �⌫! c̃+⌫ c̃⌫+!ñ
⇤
! +

1

4
F⌫⌫0! c̃+⌫ c̃

+
⌫0 c̃⌫+! c̃⌫0�!; (12)

hereafter in this section the spin indices are omitted for
simplicity. We define the three-point vertex �⌫! via the
original variables of the impurity reference system in the
following way?

�⌫! = G�1
⌫ G�1

⌫+!↵
�1
!

⌦
c⌫c

+
⌫+!n!

↵
, (13)

The four-point vertex function F⌫⌫0! is defined similar to
the same quantity of the dual fermion scheme. Further,
the dual Green’s function G̃k⌫ = �

⌦
c̃k⌫ c̃

+
k⌫

↵
and renor-

malized dual interaction W̃q! = �
⌦
ñq!ñ

⇤
q!

↵
, as well

as dual self-energy ⌃̃k⌫ and polarization operator ⇧̃q!,
can be obtained diagrammatically (Fig....)? ? ? . This
defines the renormalized dual propagators in a standard
way. An important property of the theory is that the
free dual boson propagators correspond to the EDMFT
approximation. Finally, the Green’s function Gk⌫ and
the renormalized interaction Wq! of the original model
can be exactly expressed in terms of the dual quantities
via the similar Dyson Eqs. (??)-(??) as follows

G�1
k⌫ = G�1

E � ⌃̃k⌫(1 +Gref
⌫ ⌃̃k⌫)

�1 (14)

W�1
q! = W�1

E � ⇧̃q!(1 +Wref
! ⇧̃q!)

�1, (15)

Finally, the self-consistency conditions should be in-
troduced to determine the values of the fermionic and
bosonic hybridizations. The most physical relevant self-
consistency conditions for the dual boson scheme were
found to be the requirements that the impurity problem
Green’s functions mimic the local lattice properties:

X

k

Gk⌫ = Gref
⌫ , (16)

X

q

Wq! = Wref
! . (17)

It is important to point out that whereas the requirement
of the DF method is closely related to the absence of lo-
cal part of the dual Green’s function, it is not the case

for the dual bosons, because of the more complicated
structure of the diagram series. Instead, the condition
(17) is related? to the vanishing of the local part of the
diagram sequence including both bosonic and fermionic
propagators (so-called superline). In this case the fully
renormalized dual theory is free from the double-counting
problem by construction, and the local impurity contri-
bution is excluded from the diagrams on the level of the
bare propagators?

Finally, we mention the useful relation between the
renormalized dual interaction W̃q! and lattice suscepti-
bility from HS-transformation (Eq. ???):

Xq! = Ũ�1
q! ↵

�1
! W̃q!↵

�1
! Ũ�1

q! � Ũ�1
q! . (18)

END: The rest is for the applications sections

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . The problem
of plasmon spectrum in strongly correlated systems?

seems to provide the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . In-
deed, the charge (particle number) conservation results
in the equation !2 hnn⇤iq! = q2 hjj⇤iq!and therefore it
should be hnn⇤iq=0 = 0 at any finite frequency (pro-
vided that the current-current correlator < jj⇤ >!,q=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-

density correlator should be < nn⇤ >!,q!0/ q2

!2+!2
p
,

where !p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

!,q!0

vanishes with G = (i⌫ � "q)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X0

!q = �
P

k⌫ G⌫kG⌫+!k+q can be rewritten
as

X0
!q = �

X

⌫k

✓
1

i⌫ � "k � ⌃⌫
� 1
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. (19)
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! Ũ�1

q! � Ũ�1
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renormalized dual interaction W̃q! and lattice suscepti-
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Xq! = Ũ�1
q! ↵

�1
! W̃q!↵

�1
! Ũ�1

q! � Ũ�1
q! . (18)

END: The rest is for the applications sections

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . The problem
of plasmon spectrum in strongly correlated systems?

seems to provide the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . In-
deed, the charge (particle number) conservation results
in the equation !2 hnn⇤iq! = q2 hjj⇤iq!and therefore it
should be hnn⇤iq=0 = 0 at any finite frequency (pro-
vided that the current-current correlator < jj⇤ >!,q=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-

density correlator should be < nn⇤ >!,q!0/ q2

!2+!2
p
,

where !p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

!,q!0

vanishes with G = (i⌫ � "q)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X0

!q = �
P

k⌫ G⌫kG⌫+!k+q can be rewritten
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X0
!q = �

X

⌫k

✓
1

i⌫ � "k � ⌃⌫
� 1

i(⌫ + !)� "k+q � ⌃⌫+!

◆
1

i! + "k � "k+q + ⌃⌫ � ⌃⌫+!
. (19)
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For the future research we aim to find the functional
description of the dual approximations presented in the
current paper, that will automatically solve the compli-
cated issue of the conservation laws. Unfortunately, there
is only one dual approximation known that fulfils the con-
servation laws and can be derived from the functional
introduced in the dual space31.
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Appendix A: Dual transformations

The dual transformations of the non-local part of the
action Srem can be made in the same way as in previous
works on DB approach. In order to define the three-point
vertex in the TRILEX way, here we introduce a di↵er-
ent rescaling of the dual bosonic fields. The partition
function of our problem is given by

Z =

Z
D[c⇤, c] e�S (A1)

where the action S is given by (2). Performing the
Hubbard–Stratonovich transformations one can intro-
duce the new dual variables f⇤, f,�

e

P
k⌫�

c⇤k⌫� [�⌫��"k]ck⌫�
= Df⇥

Z
D[f⇤, f ] e
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1
2

P
q!

⇢⇤
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= D b⇥
Z

D[�] e
� 1

2

P
q!
{�⇤

q! [⇤!�Vq]
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!�!+�⇤
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. (A2)

Terms Df = det[�⌫� � "k] and D�1
b =

p
det[⇤! � Vq]

can be neglected, because they does not contribute to
expectation values. Rescaling the fermionic fields fk⌫�
as fk⌫�g

�1
⌫� , the bosonic fields �q! as �q!↵�1

! , where
↵! = (1 + U!�!), and integrating out the original de-
grees of freedom c⇤ and c we arrive at the dual action

S̃ = �
X

k⌫

f⇤
k⌫G̃

�1
0 fk⌫ � 1

2

X

q!

�⇤
q!W̃

�1
0 �q! + Ṽ . (A3)

with the bare dual propagators

G̃0 = [g�1
⌫ +�⌫ � "k]

�1 � g⌫ = GE � g⌫ , (A4)

W̃0 = ↵�1
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⇥
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�1 � �!

⇤�1
↵�1
! = WE �W!,

(A5)

and the dual interaction term Ṽ . The explicit form of the
dual interaction can be obtained by expanding the c⇤ and
c dependent part of partition function in an infinite series
and integrating out these degrees of freedom as follows
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So the dual interaction has the form of an infinite expan-
sion o↵ the full vertices of the local impurity problem
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Here we define the three- and four-point vertex functions
as (�⌫! is the shorthand notation for the �2,1

⌫! ),

�⌫! = g�1
⌫ g�1

⌫+!↵
�1
!

⌦
c⌫c

⇤
⌫+!⇢!

↵
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with the simple connection between them

�⌫! = ↵�1
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1� �4,0

⌫⌫0!g⌫0g⌫0�!

⇤
. (A10)

In the weakly-interacting limit, namely U ! 0, the renor-
malization factor ↵! goes to unity and the four-point
vertex �4,0 is zero, as detailed in previous works29–31 on
the DB approach. Then, the three-point vertex can be
reduced to its bare form �0 = 1. Frequency dependence
of the full local three-point vertex function �⌫! and the
influence of non-local interaction V is shown in Fig. 9.
Then, the two first terms in Ṽ are given by

Ṽ = �⌫! f⇤
⌫ f⌫+!�

⇤
! +

1

4
�4,0
⌫⌫0! f⇤

⌫ f
⇤
⌫0f⌫+!f⌫0�!. (A11)
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For the future research we aim to find the functional
description of the dual approximations presented in the
current paper, that will automatically solve the compli-
cated issue of the conservation laws. Unfortunately, there
is only one dual approximation known that fulfils the con-
servation laws and can be derived from the functional
introduced in the dual space31.
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malization factor ↵! goes to unity and the four-point
vertex �4,0 is zero, as detailed in previous works29–31 on
the DB approach. Then, the three-point vertex can be
reduced to its bare form �0 = 1. Frequency dependence
of the full local three-point vertex function �⌫! and the
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Ṽ = f⇤
⌫1
f⌫2

�⇤
!3

⌦
c⌫1

c⇤⌫2
⇢!3

↵
g�1
⌫1

g�1
⌫2

↵�1
!3

�
1

4
f⇤
⌫1
f⇤
⌫2
f⌫3

f⌫4
g�1
⌫1

g�1
⌫2

g�1
⌫3

g�1
⌫4

� ⌦
c⌫1

c⌫2
c⇤⌫3

c⇤⌫4

↵
�

⌦
c⌫1

c⇤⌫4

↵ ⌦
c⌫2

c⇤⌫3

↵
+
⌦
c⌫1

c⇤⌫3

↵ ⌦
c⌫2

c⇤⌫4

↵  
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Here we define the three- and four-point vertex functions
as (�⌫! is the shorthand notation for the �2,1

⌫! ),

�⌫! = g�1
⌫ g�1

⌫+!↵
�1
!

⌦
c⌫c

⇤
⌫+!⇢!

↵
, (A8)

�4,0
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⌫ g�1
⌫0 g�1

⌫0�!g
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h ⌦
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⇤
⌫+!

↵
�

g⌫g⌫0(�! � �⌫0,⌫+!)
i
, (A9)

with the simple connection between them

�⌫! = ↵�1
!

X

⌫0

⇥
1� �4,0

⌫⌫0!g⌫0g⌫0�!

⇤
. (A10)

In the weakly-interacting limit, namely U ! 0, the renor-
malization factor ↵! goes to unity and the four-point
vertex �4,0 is zero, as detailed in previous works29–31 on
the DB approach. Then, the three-point vertex can be
reduced to its bare form �0 = 1. Frequency dependence
of the full local three-point vertex function �⌫! and the
influence of non-local interaction V is shown in Fig. 9.
Then, the two first terms in Ṽ are given by

Ṽ = �⌫! f⇤
⌫ f⌫+!�

⇤
! +

1

4
�4,0
⌫⌫0! f⇤

⌫ f
⇤
⌫0f⌫+!f⌫0�!. (A11)

9.18 Alexander Lichtenstein

The dual boson scheme [3] aims to treat the action (50) in a way, similar to the dual-fermion
approach. Additionally the dual fermionic degrees of freedom, the bosonic fields are treated in
a similar manner. This allows for a consideration of the strongly correlated systems beyond the
Hubbard model. Also, it can be employed for an explicit treatment of the collective excitations
in the Hubbard model. Here we present the basic idea of this approach (Fig. 6).
First we split the lattice action (50) into a sum of effective single-site local impurity reference
actions Sref

i
defined by hybridization function �⌫ with screened local interaction U! and a

non-local remaining part S̃

S =

X

i

S(i)
ref +�S, (51)

which are given by the following explicit relations

Sref = �
X

⌫�

c+
⌫�
[i⌫ + µ��

⌫
]c

⌫�
+

1

2

X

!

U
!
n⇤
!
n
!
,

�S =

X

⌫k�

c+
⌫k�["k ��

⌫
]c

⌫k� +
1

2

X

q!

(Uq � U
!
)n⇤

q!nq! . (52)

The local bare interaction of the impurity model is then equal to U! = U + ⇤! and it is easy to
see that Uq � U! = Vq � ⇤! which makes the method independent of the U -V separation. The
impurity problem with frequency dependent interactions (as well as spin-dependent exchange)
can be solved using, e.g., continuous-time quantum Monte Carlo solvers [1], and one can obtain
the local impurity Green’s function g⌫ , susceptibility �! and the renormalized interaction W!.
The local impurity Green’s function g⌫ , susceptibility �! and renormalized interaction W! as

g⌫ = �hc
⌫
c⇤
⌫
iimp ,

�! = �hn
!
n⇤
!
iimp , (53)

W! = U! + U!�!U! ,

where the average is taken with respect to the impurity action (52). The strategy here is similar
to the dual fermion scheme and consists of efficient perturbation scheme for �S in action
formalsim. In addition to fermionic Hubbard-Stratonovich transformation Eq. (32) on the first
term ["k � �⌫ ]c

+
⌫k�c⌫k� which give the dual fermion variables f+

⌫k�, f⌫k�, we will perform a
bosonic transformation:

q
det[⇤! � Vq]e

1
2

P
q!

n
⇤
q! [⇤!�Vq]nq!

=

Z
D[�] e

� 1
2

P
q!
{�⇤

q! [⇤!�Vq]�1
�q!+n

⇤
!�!+�

⇤
!n!}

, (54)

and we use that U! � Uq = ⇤! � Vq. Note that the caution should be taken for convergence
problem of integral over new dual variable e� [3] which not affect the final eqiations. Rescaling
the bosonic fields �q! as �q!↵�1

!
and integrating out the original degrees of freedom c+ and c

we arrive at the dual action

S̃ = �
X

k⌫

f ⇤
k⌫G̃

�1
0 fk⌫ �

1

2

X

q!

�⇤
q!W̃

�1
0 �q! + Ṽ . (55)
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Fig. 6: General view on dual-fermion approach: effective impurity model defined by fermionic
hibridizationn function �⌫ and bosonic screened interactions ⇤!. It can be exactly solved
within CT-QMC scheme, resulting in electronic local Green’s function g⌫ and bosonic local
susceptibility �! as well as full connected vertex �!

⌫,⌫0 and electron-boson vertex �⌫

!
. Based on

this local information one can performed an efficient lattice perturbation expansion for the dual
Green function G̃k⌫ and dual boson propagator W̃q!.

with the bare dual fermion-boson propagators

G̃0 = [G�1
ref,⌫ +�⌫ � "k]

�1 � g⌫ = GE � g⌫ , (56)

W̃0 = ↵�1
!

⇥
[Uq � U!]

�1 � �!

⇤�1
↵�1
!

= WE �W!, (57)

and the dual interaction term Ṽ . The explicit form of the dual interaction can be obtained by
expand the c+ and c dependent part of partition function in an infinite row and integrating out
these degrees of freedom. The two first terms in Ṽ are given by

Ṽ =
1
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X

⌫⌫0!

�⌫⌫0! f
⇤
⌫
f ⇤
⌫0f⌫+!

f
⌫0�!

+

X

⌫!

(�⌫! f
⇤
⌫
f
⌫+!

�⇤
!
+ h.c.) (58)

We define the three-point electron-boson vertex �⌫! in the following way:

�⌫! = g�1
⌫
g�1
⌫+!

↵�1
!
hc

⌫
c⇤
⌫+!

n
!
iloc (59)

where ↵! = W!/U! = (1 + U!�!) is the local renormalization factor. The four-point vertex
function �⌫⌫0! can be determined similarly to the dual fermion section.

1 Green Function in ⌧ -space

Exact transformation: Matsubara-frequency and imaginary-time:

1

i!n � "
<= FT => � e�⌧"

1 + e��"

Green function with a simple bath:

G(i!n) = � 1

i!n � "d ��(i!n)

�(i!n) =
V 2

i!n � "k

If "d = "k = "

G(i!n) =
0.5

i!n � "d � V
+

0.5

i!n � "d + V

In this case:

G(⌧) =
1

2
[

e�⌧("+V )

1 + e��("+V )
+

e�⌧("�V )

1 + e��("�V )
]

⌃k⌫ = ⌃ref
⌫ + ⌃̄k⌫

⌃̄�1
k⌫ = ⌃̃�1

k⌫ +Gref
⌫
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Dual Potential
Effective Interactions:

Definition of correlation functions

Dual Boson theory: non-local correlations and collective excitations
(Dated: September 11, 2016)

I. DUAL BOSON THEORY

Many important e↵ects in physics of correlated sys-
tems are based on non-local interactions in solids and re-
lated with consistent description of collective excitations
(plasmons, magnons, orbitons etc.) which can strongly
a↵ect the original electronic degrees of freedom. Us-
ing first-principle constrain-RPA scheme? one can ob-
tain frequency dependent non-local interaction for cor-
related subspace screened by broad-bands of conducting
electrons. The simplest e↵ective action for such an ex-
tended Hubbard model reads

S = �
X

k⌫�

G�1
0k⌫c

+
k⌫�ck⌫� +

1

2

X

q!

Uq!n
⇤
q!nq!. (1)

where G0k⌫ = [i⌫ + µ � "k ]
�1 is a bare lattice Green’s

function and the interaction Uq! = U! + Vq! con-
sists of the on-site term U and non-local long-range
Coulomb interactions V , respectively. For simplicity we
include only charge fluctuations which are given by the
complex bosonic variable nq! =

P
k⌫�(c

+
k⌫ck+q,⌫+! �⌦

c+k⌫ck⌫
↵
�q!). We do not consider the exchange interac-

tions and local spin degrees of freedom that can be done
with some caution for vector spin boson case? . Moreover
we will investigate here only the single-band model but
preserve the matrix form of all equations keeping in mind
a simple generalization to the case of several orbitals or
bands.

The dual boson scheme? aims to treat the action (1)
in a way, similar to the dual-fermion approach. Addition-
ally the dual fermionic degrees of freedom, the bosonic
fields are treated in a similar manner. This allows for
a consideration of the strongly correlated systems be-
yond the Hubbard model. Also, it can be employed for
an explicit treatment of the collective excitations in the
Hubbard model. Here we present the basic idea of this
approach.

First, we split the lattice action (1) into a sum of the
e↵ective single-site local impurity reference actions Sref

i
defined by hybridization function �⌫ with screened local
interaction U! and a non-local remaining part S̃

S =
X

i

S(i)
ref +�S, (2)

which are given by the following relations

Sref =�
X

⌫�

G0k⌫c
+
⌫�c⌫� +

1

2

X

!

U! n⇤
!n! (3)

�S =
X

k⌫�

"̃k⌫ c
+
k⌫�ck⌫� +

1

2

X

q!

Ũq! n⇤
q!nq!. (4)

where G0k⌫ = [i⌫ + µ � �⌫ ]
�1 is a bath Green’s func-

tion, "̃k⌫ = "k � �⌫ and Ũq! = Uq! � U! and one can

see that we can incorporate arbitrary frequency depen-
dence of bare Coulomb interactions as well as electron
spectrum. The local bare interaction of the impurity
model is then equal to U! = U! + ⇤! and it is easy
to see that Uq! � U! = Vq! � ⇤! which makes the
method independent of the U -V separation. The impu-
rity problem with frequency dependent interactions (as
well as spin-dependent exchange) can be solved using,
e.g., continuous-time quantum Monte Carlo solvers? ? ,
and one can obtain the local impurity Green’s function
g⌫ , susceptibility �! and the renormalized interaction
W!. The lattice and the reference impurity Green’s func-
tions and susceptibilities are defined as follows:

Gk⌫/G
ref
⌫ = �

⌦
c c+

↵
k⌫/⌫ ref

, (5)

Xq!/�! = �hn n⇤iq!/! ref , (6)

W! = U! + U!�!U!, (7)

where the averages are taken with respect to the lattice
or impurity actions (??).

The strategy here is similar to the dual fermion scheme
and consists of e�cient perturbation scheme for �S in
the action formalism. To shorten the expressions, here
we do not write the formulas with the explicit source
fields, as they can be straightforwardly introduced in an
analogue to Sec. .... In addition to fermionic Hubbard-
Stratonovich transformation Eq. (??) on the first term
"̃k⌫c

+
⌫k�c⌫k� which give the dual fermion variables c̃+k⌫�,

c̃k⌫�, we will perform a bosonic transformation:

e
1
2

P
q!

n⇤
q!Ũq!nq!

=
q

det[Ũ�1
q! ]

Z
D[ñ] e

1
2

P
q!
{�ñ⇤

q!Ũ�1
q! ñq!+n⇤

!ñ!+ñ⇤
!n!}

. (8)

Note that the caution should be taken for convergence
problem of integral over new dual variable ñ due to the
signum of Ũq! which not a↵ect the final equations? . We
point out that the first transformation as in dual fermion
approach made exact relation to the reference impurity
system. Rescaling the bosonic fields ñq! with some fre-
quency dependent factor as ñq!↵�1

! , and integrating out
the original degrees of freedom c+ and c we arrive at the
dual boson action

S̃ = �
X

k⌫

G̃�1
0k⌫ c̃

+
k⌫� c̃k⌫� � 1

2

X

q!

W̃�1
0q!ñ

⇤
q!ñq! + Ṽ . (9)

with the bare dual fermion-boson propagators

G̃0 = [G�1
ref,⌫ +�⌫ � "k]

�1 �Gref
⌫ = GE �Gref

⌫ , (10)

W̃0 = ↵�1
!

⇥
[Uq � U!]

�1 � �!

⇤�1
↵�1
! = WE �Wref

! ,
(11)
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Fig. 6: General view on dual-fermion approach: effective impurity model defined by fermionic
hibridizationn function �⌫ and bosonic screened interactions ⇤!. It can be exactly solved
within CT-QMC scheme, resulting in electronic local Green’s function g⌫ and bosonic local
susceptibility �! as well as full connected vertex �!

⌫,⌫0 and electron-boson vertex �⌫

!
. Based on

this local information one can performed an efficient lattice perturbation expansion for the dual
Green function G̃k⌫ and dual boson propagator W̃q!.

with the bare dual fermion-boson propagators

G̃0 = [G�1
ref,⌫ +�⌫ � "k]

�1 � g⌫ = GE � g⌫ , (56)

W̃0 = ↵�1
!

⇥
[Uq � U!]

�1 � �!

⇤�1
↵�1
!

= WE �W!, (57)

and the dual interaction term Ṽ . The explicit form of the dual interaction can be obtained by
expand the c+ and c dependent part of partition function in an infinite row and integrating out
these degrees of freedom. The two first terms in Ṽ are given by

Ṽ =
1

4

X

⌫⌫0!

�⌫⌫0! f
⇤
⌫
f ⇤
⌫0f⌫+!

f
⌫0�!

+

X

⌫!

(�⌫! f
⇤
⌫
f
⌫+!

�⇤
!
+ h.c.) (58)

We define the three-point electron-boson vertex �⌫! in the following way:

�⌫! = g�1
⌫
g�1
⌫+!

↵�1
!
hc

⌫
c⇤
⌫+!

n
!
iloc (59)

where ↵! = W!/U! = (1 + U!�!) is the local renormalization factor. The four-point vertex
function �⌫⌫0! can be determined similarly to the dual fermion section.
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X
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�⌫⌫0! f
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X
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We define the three-point electron-boson vertex �⌫! in the following way:

�⌫! = g�1
⌫
g�1
⌫+!

↵�1
!
hc

⌫
c⇤
⌫+!

n
!
iloc (59)

where ↵! = W!/U! = (1 + U!�!) is the local renormalization factor. The four-point vertex
function �⌫⌫0! can be determined similarly to the dual fermion section.
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For the future research we aim to find the functional
description of the dual approximations presented in the
current paper, that will automatically solve the compli-
cated issue of the conservation laws. Unfortunately, there
is only one dual approximation known that fulfils the con-
servation laws and can be derived from the functional
introduced in the dual space31.
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Appendix A: Dual transformations

The dual transformations of the non-local part of the
action Srem can be made in the same way as in previous
works on DB approach. In order to define the three-point
vertex in the TRILEX way, here we introduce a di↵er-
ent rescaling of the dual bosonic fields. The partition
function of our problem is given by

Z =

Z
D[c⇤, c] e�S (A1)

where the action S is given by (2). Performing the
Hubbard–Stratonovich transformations one can intro-
duce the new dual variables f⇤, f,�

e

P
k⌫�

c⇤k⌫� [�⌫��"k]ck⌫�
= Df⇥

Z
D[f⇤, f ] e

�
P
k⌫�

{f⇤
k⌫� [�⌫��"k]

�1fk⌫�+c⇤⌫�f⌫�+f⇤
⌫�c⌫�}

,

e
1
2

P
q!

⇢⇤
q! [⇤!�Vq]⇢q!

= D b⇥
Z

D[�] e
� 1

2

P
q!
{�⇤

q! [⇤!�Vq]
�1�q!+⇢⇤

!�!+�⇤
!⇢!}

. (A2)

Terms Df = det[�⌫� � "k] and D�1
b =

p
det[⇤! � Vq]

can be neglected, because they does not contribute to
expectation values. Rescaling the fermionic fields fk⌫�
as fk⌫�g

�1
⌫� , the bosonic fields �q! as �q!↵�1

! , where
↵! = (1 + U!�!), and integrating out the original de-
grees of freedom c⇤ and c we arrive at the dual action

S̃ = �
X

k⌫

f⇤
k⌫G̃

�1
0 fk⌫ � 1

2

X

q!

�⇤
q!W̃

�1
0 �q! + Ṽ . (A3)

with the bare dual propagators

G̃0 = [g�1
⌫ +�⌫ � "k]

�1 � g⌫ = GE � g⌫ , (A4)

W̃0 = ↵�1
!

⇥
[Uq � U!]

�1 � �!

⇤�1
↵�1
! = WE �W!,

(A5)

and the dual interaction term Ṽ . The explicit form of the
dual interaction can be obtained by expanding the c⇤ and
c dependent part of partition function in an infinite series
and integrating out these degrees of freedom as follows
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So the dual interaction has the form of an infinite expan-
sion o↵ the full vertices of the local impurity problem
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Here we define the three- and four-point vertex functions
as (�⌫! is the shorthand notation for the �2,1
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with the simple connection between them
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In the weakly-interacting limit, namely U ! 0, the renor-
malization factor ↵! goes to unity and the four-point
vertex �4,0 is zero, as detailed in previous works29–31 on
the DB approach. Then, the three-point vertex can be
reduced to its bare form �0 = 1. Frequency dependence
of the full local three-point vertex function �⌫! and the
influence of non-local interaction V is shown in Fig. 9.
Then, the two first terms in Ṽ are given by

Ṽ = �⌫! f⇤
⌫ f⌫+!�

⇤
! +

1

4
�4,0
⌫⌫0! f⇤

⌫ f
⇤
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For the future research we aim to find the functional
description of the dual approximations presented in the
current paper, that will automatically solve the compli-
cated issue of the conservation laws. Unfortunately, there
is only one dual approximation known that fulfils the con-
servation laws and can be derived from the functional
introduced in the dual space31.
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Appendix A: Dual transformations

The dual transformations of the non-local part of the
action Srem can be made in the same way as in previous
works on DB approach. In order to define the three-point
vertex in the TRILEX way, here we introduce a di↵er-
ent rescaling of the dual bosonic fields. The partition
function of our problem is given by

Z =
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where the action S is given by (2). Performing the
Hubbard–Stratonovich transformations one can intro-
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Terms Df = det[�⌫� � "k] and D�1
b =

p
det[⇤! � Vq]

can be neglected, because they does not contribute to
expectation values. Rescaling the fermionic fields fk⌫�
as fk⌫�g

�1
⌫� , the bosonic fields �q! as �q!↵�1
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with the bare dual propagators
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and the dual interaction term Ṽ . The explicit form of the
dual interaction can be obtained by expanding the c⇤ and
c dependent part of partition function in an infinite series
and integrating out these degrees of freedom as follows
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sion o↵ the full vertices of the local impurity problem
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In the weakly-interacting limit, namely U ! 0, the renor-
malization factor ↵! goes to unity and the four-point
vertex �4,0 is zero, as detailed in previous works29–31 on
the DB approach. Then, the three-point vertex can be
reduced to its bare form �0 = 1. Frequency dependence
of the full local three-point vertex function �⌫! and the
influence of non-local interaction V is shown in Fig. 9.
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Fig. 6: General view on dual-fermion approach: effective impurity model defined by fermionic
hibridizationn function �⌫ and bosonic screened interactions ⇤!. It can be exactly solved
within CT-QMC scheme, resulting in electronic local Green’s function g⌫ and bosonic local
susceptibility �! as well as full connected vertex �!

⌫,⌫0 and electron-boson vertex �⌫

!
. Based on

this local information one can performed an efficient lattice perturbation expansion for the dual
Green function G̃k⌫ and dual boson propagator W̃q!.

with the bare dual fermion-boson propagators

G̃0 = [G�1
ref,⌫ +�⌫ � "k]

�1 � g⌫ = GE � g⌫ , (56)

W̃0 = ↵�1
!
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[Uq � U!]

�1 � �!

⇤�1
↵�1
!

= WE �W!, (57)

and the dual interaction term Ṽ . The explicit form of the dual interaction can be obtained by
expand the c+ and c dependent part of partition function in an infinite row and integrating out
these degrees of freedom. The two first terms in Ṽ are given by

Ṽ =
1
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We define the three-point electron-boson vertex �⌫! in the following way:

�⌫! = g�1
⌫
g�1
⌫+!

↵�1
!
hc

⌫
c⇤
⌫+!

n
!
iloc (59)

where ↵! = W!/U! = (1 + U!�!) is the local renormalization factor. The four-point vertex
function �⌫⌫0! can be determined similarly to the dual fermion section.
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hence is k-dependent:

⌃̃(2)
12 (k) = �1

2

✓
T

Nk

◆2 X

k1k2

X

345678

�1345G̃57(k1)G̃83(k2)G̃46(k+ k2 � k1)�6728 (48)

In practice, it is more efficient to evaluate the lowest order diagrams in real space and transform
back to reciprocal space using the fast Fourier transform. After calculating the best possible
series for the self-energy ⌃̃ in the dual space one can calculate the renormalized Green function
matrix for original fermions using the following simple transformations [3]:

G⌫(k) =

⇣
g⌫ + g⌫⌃̃⌫(k)g⌫

⌘�1

+�⌫ � "k

��1

, (49)

which is a useful generalization of the DMFT Green’s function (see Eq.(45)) to include the non-
local correlation effects. One can see that the dual self-energy plays the role of of an effective
T-matrix for the exactly solvable local problem. The progress of the DMFT approach is strongly
related to developments of efficient numerical solvers for an effective continuous time quantum
impurity model [1].

5 Dual Boson approach for non-local interactions

Many important effects in physics of correlated systems based on non-local interactions in solids
and related with consistent description of collective excitation (plasmons, magnons, orbitons
etc.) which can strongly affect the original electronic degrees of freedom. Using first-principle
constrain-RPA scheme [16] one can obtained non-local interaction parameters for correlated
subspace screened by broad-bands of conducting electrons. The simplest effective Hamiltonian
for such an extended Hubbard model reads

S = �
X

k⌫�

c+k⌫�[i⌫ + µ� "k ]ck⌫� +
1

2

X

q!

Uq n
⇤
q!nq!. (50)

here the Grassmann variables c+q⌫ (cq⌫) corresponding to creation (annihilation) of an electron
with momentum k and fermionic Matsubara frequency ⌫ and we skip the spin-indices for sim-
plicity. The interaction Uq = U + Vq consists of the on-site (Hubbard term) and non-local
long-range Coulomb interactions respectively. The screened Coulomb enteraction can be fre-
qency dependent Uq! as in c-RPA case which not produce any problems as one can see later.
For simplicity we include only charge fluctuations which are given by the complex bosonic
variable nq! =

P
k⌫�(c

⇤
k⌫ck+q,⌫+!

� hc⇤k⌫ck⌫i�q!). We do not include exchange interactions in
Hamiltonian and local spin degrees of freedom which can be done with some caution for vector
spin boson case [17]. Moreover we will consider only one-band model but keep the matrix form
of all equations for simple generalization in case of few orbitals (bands). The chemical potential
µ defined the average number of electrons per site. Finally, "k is the Fourier transform of the
hopping integral tij between different sites.
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For our particular case � =#, �0 =" and & = +, so i = |#i, k = |"i and j can be either |0i for the first term in (69) or |"#i for the
second one. Thus

�#"+(i!1, i!2) = � 1
Z

�
f#,0,"(i!1, i!2) + f#,"#,"(i!2, i!1)

�
. (72)

Using (71) and �B� 1 we obtain

�#"+(i!1, i!2) =
 

2µ
i!1 + i!2 � 2B

� 1
!

1
(i!1 � B � µ)(i!2 � B � µ) (73)

= g#(i!1)g"(�i!2)
�
1 � U��+(i!1 + i!2)

�
. (74)

As it was discussed above, the three-point vertex for the spin channel is determined as

�+(i!1, i!2) =

D
c#(i!1) c

⇤
"(�i!2) ⇢+(i!1 + i!2)

E

g#(i!1)g"(�i!2) (1 + U+���+(i!1 + i!2))
(75)

and equal to unity if U
+� = �U.

Interaction through the for-point vertex function

It is also possible to rewrite the interaction (9) without the three-point vertex functions, which looks more natural. Let us start
with the equation (10) and use expression (32) for the bare dual bosonic propagator W̃0
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.

Then, the total renormalized interaction is

�
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⌘i . (77)

Unfortunately, this expression can not be simplified in terms of � vertex. So, let us introduce two other type of vertex functions:
a dual ladder

� ladd
⌫⌫0!(&,q) =

X

k00⌫00

� &⌫⌫00!
1 + G̃k00⌫00G̃k00+q,⌫00+!�
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, (78)

or
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X
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1 � G̃k00⌫00G̃k00+q,⌫00+!�
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⌫00⌫0!(&,q)

, (79)

and the 2PI vertex of impurity problem as

� &⌫⌫0! =
X

⌫00

� 2PI &
⌫⌫00!

1 + g⌫00g⌫00+!�
2PI &
⌫00⌫0!

. (80)

Then, the total renormalized interaction can be rewritten as

�
& q
⌫⌫0! =

X

k1,k00k000,⌫1,⌫00,⌫000

� ladd
⌫⌫00!(&,q) �V &q!

⇣
1 �Gk1⌫1Gk1+q,⌫1+!�

ladd
⌫1⌫00!

(&,q)
⌘

1 �V &q!
⇣
Gk00⌫00Gk00+q,⌫00+! �Gk00⌫00Gk00+q,⌫00+!�

ladd
⌫00⌫000!(&,q)Gk000⌫000Gk000+q,⌫000+!

⌘ , (81)
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and the dual interaction term Ṽ . We introduce also the
fermion (GE) and boson (WE) propagators for the ex-
tended DMFT theory and we chose ↵! = W!/U! =
(1 + U!�!) as the local renormalization factor.

The explicit form of the dual interaction can be ob-
tained expanding the c+, c-dependent part of the par-
tition function in an infinite series and integrating out
these degrees of freedom. The two first terms in Ṽ are
given by

Ṽ = �⌫! c̃+⌫ c̃⌫+!ñ
⇤
! +

1

4
F⌫⌫0! c̃+⌫ c̃

+
⌫0 c̃⌫+! c̃⌫0�!; (12)

hereafter in this section the spin indices are omitted for
simplicity. We define the three-point vertex �⌫! via the
original variables of the impurity reference system in the
following way?

�⌫! = G�1
⌫ G�1

⌫+!↵
�1
!

⌦
c⌫c

+
⌫+!n!

↵
, (13)

The four-point vertex function F⌫⌫0! is defined similar to
the same quantity of the dual fermion scheme. Further,
the dual Green’s function G̃k⌫ = �

⌦
c̃k⌫ c̃

+
k⌫

↵
and renor-

malized dual interaction W̃q! = �
⌦
ñq!ñ

⇤
q!

↵
, as well

as dual self-energy ⌃̃k⌫ and polarization operator ⇧̃q!,
can be obtained diagrammatically (Fig....)? ? ? . This
defines the renormalized dual propagators in a standard
way. An important property of the theory is that the
free dual boson propagators correspond to the EDMFT
approximation. Finally, the Green’s function Gk⌫ and
the renormalized interaction Wq! of the original model
can be exactly expressed in terms of the dual quantities
via the similar Dyson Eqs. (??)-(??) as follows

G�1
k⌫ = G�1

E � ⌃̃k⌫(1 +Gref
⌫ ⌃̃k⌫)

�1 (14)

W�1
q! = W�1

E � ⇧̃q!(1 +Wref
! ⇧̃q!)

�1, (15)

Finally, the self-consistency conditions should be in-
troduced to determine the values of the fermionic and
bosonic hybridizations. The most physical relevant self-
consistency conditions for the dual boson scheme were
found to be the requirements that the impurity problem
Green’s functions mimic the local lattice properties:

X

k

Gk⌫ = Gref
⌫ , (16)

X

q

Wq! = Wref
! . (17)

It is important to point out that whereas the requirement
of the DF method is closely related to the absence of lo-
cal part of the dual Green’s function, it is not the case

for the dual bosons, because of the more complicated
structure of the diagram series. Instead, the condition
(17) is related? to the vanishing of the local part of the
diagram sequence including both bosonic and fermionic
propagators (so-called superline). In this case the fully
renormalized dual theory is free from the double-counting
problem by construction, and the local impurity contri-
bution is excluded from the diagrams on the level of the
bare propagators?

Finally, we mention the useful relation between the
renormalized dual interaction W̃q! and lattice suscepti-
bility from HS-transformation (Eq. ???):

Xq! = Ũ�1
q! ↵

�1
! W̃q!↵

�1
! Ũ�1

q! � Ũ�1
q! . (18)

END: The rest is for the applications sections

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . The problem
of plasmon spectrum in strongly correlated systems?

seems to provide the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . In-
deed, the charge (particle number) conservation results
in the equation !2 hnn⇤iq! = q2 hjj⇤iq!and therefore it
should be hnn⇤iq=0 = 0 at any finite frequency (pro-
vided that the current-current correlator < jj⇤ >!,q=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-

density correlator should be < nn⇤ >!,q!0/ q2

!2+!2
p
,

where !p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

!,q!0

vanishes with G = (i⌫ � "q)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X0

!q = �
P

k⌫ G⌫kG⌫+!k+q can be rewritten
as

X0
!q = �

X

⌫k

✓
1

i⌫ � "k � ⌃⌫
� 1

i(⌫ + !)� "k+q � ⌃⌫+!

◆
1

i! + "k � "k+q + ⌃⌫ � ⌃⌫+!
. (19)
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and the dual interaction term Ṽ . We introduce also the
fermion (GE) and boson (WE) propagators for the ex-
tended DMFT theory and we chose ↵! = W!/U! =
(1 + U!�!) as the local renormalization factor.

The explicit form of the dual interaction can be ob-
tained expanding the c+, c-dependent part of the par-
tition function in an infinite series and integrating out
these degrees of freedom. The two first terms in Ṽ are
given by
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hereafter in this section the spin indices are omitted for
simplicity. We define the three-point vertex �⌫! via the
original variables of the impurity reference system in the
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The four-point vertex function F⌫⌫0! is defined similar to
the same quantity of the dual fermion scheme. Further,
the dual Green’s function G̃k⌫ = �
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⇤
q!

↵
, as well

as dual self-energy ⌃̃k⌫ and polarization operator ⇧̃q!,
can be obtained diagrammatically (Fig....)? ? ? . This
defines the renormalized dual propagators in a standard
way. An important property of the theory is that the
free dual boson propagators correspond to the EDMFT
approximation. Finally, the Green’s function Gk⌫ and
the renormalized interaction Wq! of the original model
can be exactly expressed in terms of the dual quantities
via the similar Dyson Eqs. (??)-(??) as follows

G�1
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⌫ ⌃̃k⌫)

�1 (14)

W�1
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Finally, the self-consistency conditions should be in-
troduced to determine the values of the fermionic and
bosonic hybridizations. The most physical relevant self-
consistency conditions for the dual boson scheme were
found to be the requirements that the impurity problem
Green’s functions mimic the local lattice properties:

X

k

Gk⌫ = Gref
⌫ , (16)

X

q

Wq! = Wref
! . (17)

It is important to point out that whereas the requirement
of the DF method is closely related to the absence of lo-
cal part of the dual Green’s function, it is not the case

for the dual bosons, because of the more complicated
structure of the diagram series. Instead, the condition
(17) is related? to the vanishing of the local part of the
diagram sequence including both bosonic and fermionic
propagators (so-called superline). In this case the fully
renormalized dual theory is free from the double-counting
problem by construction, and the local impurity contri-
bution is excluded from the diagrams on the level of the
bare propagators?

Finally, we mention the useful relation between the
renormalized dual interaction W̃q! and lattice suscepti-
bility from HS-transformation (Eq. ???):

Xq! = Ũ�1
q! ↵
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! W̃q!↵
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END: The rest is for the applications sections

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . The problem
of plasmon spectrum in strongly correlated systems?

seems to provide the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . In-
deed, the charge (particle number) conservation results
in the equation !2 hnn⇤iq! = q2 hjj⇤iq!and therefore it
should be hnn⇤iq=0 = 0 at any finite frequency (pro-
vided that the current-current correlator < jj⇤ >!,q=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-

density correlator should be < nn⇤ >!,q!0/ q2

!2+!2
p
,

where !p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

!,q!0

vanishes with G = (i⌫ � "q)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X0

!q = �
P

k⌫ G⌫kG⌫+!k+q can be rewritten
as

X0
!q = �
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and the dual interaction term Ṽ . We introduce also the
fermion (GE) and boson (WE) propagators for the ex-
tended DMFT theory and we chose ↵! = W!/U! =
(1 + U!�!) as the local renormalization factor.

The explicit form of the dual interaction can be ob-
tained expanding the c+, c-dependent part of the par-
tition function in an infinite series and integrating out
these degrees of freedom. The two first terms in Ṽ are
given by

Ṽ = �⌫! c̃+⌫ c̃⌫+!ñ
⇤
! +
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4
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+
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hereafter in this section the spin indices are omitted for
simplicity. We define the three-point vertex �⌫! via the
original variables of the impurity reference system in the
following way?

�⌫! = G�1
⌫ G�1
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+
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The four-point vertex function F⌫⌫0! is defined similar to
the same quantity of the dual fermion scheme. Further,
the dual Green’s function G̃k⌫ = �
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+
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and renor-

malized dual interaction W̃q! = �
⌦
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⇤
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↵
, as well

as dual self-energy ⌃̃k⌫ and polarization operator ⇧̃q!,
can be obtained diagrammatically (Fig....)? ? ? . This
defines the renormalized dual propagators in a standard
way. An important property of the theory is that the
free dual boson propagators correspond to the EDMFT
approximation. Finally, the Green’s function Gk⌫ and
the renormalized interaction Wq! of the original model
can be exactly expressed in terms of the dual quantities
via the similar Dyson Eqs. (??)-(??) as follows
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Finally, the self-consistency conditions should be in-
troduced to determine the values of the fermionic and
bosonic hybridizations. The most physical relevant self-
consistency conditions for the dual boson scheme were
found to be the requirements that the impurity problem
Green’s functions mimic the local lattice properties:
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Gk⌫ = Gref
⌫ , (16)

X

q

Wq! = Wref
! . (17)

It is important to point out that whereas the requirement
of the DF method is closely related to the absence of lo-
cal part of the dual Green’s function, it is not the case

for the dual bosons, because of the more complicated
structure of the diagram series. Instead, the condition
(17) is related? to the vanishing of the local part of the
diagram sequence including both bosonic and fermionic
propagators (so-called superline). In this case the fully
renormalized dual theory is free from the double-counting
problem by construction, and the local impurity contri-
bution is excluded from the diagrams on the level of the
bare propagators?

Finally, we mention the useful relation between the
renormalized dual interaction W̃q! and lattice suscepti-
bility from HS-transformation (Eq. ???):
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END: The rest is for the applications sections

This method has been applied to various problems
related to charge ordering and charge excitations in
strongly correlated systems? ? ? ? ? ? ? ? . The problem
of plasmon spectrum in strongly correlated systems?

seems to provide the best example of its opportuni-
ties. The point is to take into account properly charge
conservation law which is a highly nontrivial problem
when working with exact Green’s functions? ? . In-
deed, the charge (particle number) conservation results
in the equation !2 hnn⇤iq! = q2 hjj⇤iq!and therefore it
should be hnn⇤iq=0 = 0 at any finite frequency (pro-
vided that the current-current correlator < jj⇤ >!,q=0

is finite). For 3D systems with Coulomb interaction the
long-wavelength asymptotic behaviour for the density-

density correlator should be < nn⇤ >!,q!0/ q2

!2+!2
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,

where !p is the plasma frequency. The RPA for free
electrons is proven to obey this property, since X0

!,q!0

vanishes with G = (i⌫ � "q)�1, but if we just replace
the bare Green’s functions by the renormalized ones, the
conservation law will be broken? . Indeed, following the
expression X0
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k⌫ G⌫kG⌫+!k+q can be rewritten
as
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Di↵erent self–consistency conditions.

SUPERLINES FOR THE DIFFERENT
SELF–CONSISTENCY CONDITIONS

In the last paper we have shown, that the self–consistency
condition

X

q
Xq! = �! (1)

leads to the vanishing of the local bosonic superlineP
q

S̃ q! = 0, where

S̃ q! = X̃q! + �!⇧̃q!X̃q! + X̃q!⇧̃q!�!+

�!⇧̃q!�! + �!⇧̃q!X̃q!⇧̃q!�!. (2)

Unfortunately, this self–consistency condition gives the
wrong sign for the bosonic retarded interaction for spin de-
grees of freedom ⇤s

!, which results in the sign problem for
QMC algorithm.

Recently, the idea of the new self–consistency condition on
the renormalized interaction

X

q
W latt

q! = W imp
! (3)

was proposed in the TRILEX paper, where it was alleging that
such condition gives the right sign for ⇤s

! and therefore, has
no problems with QMC. Renormalized interaction Wq! can be
rewritten in terms of susceptibility and interaction as follows

W latt
q! = (U + Vq) + (U + Vq)Xq!(U + Vq),

W imp
! = (U + ⇤!) + (U + ⇤!)�!(U + ⇤!). (4)

Then, the self–consistency condition (3) looks similar to con-
dition (1), but with the renormalization of susceptibility on
their own interaction. Indeed, impurity and lattice problems
start with the di↵erent interactions (U +⇤!) and (U + Vq) re-
spectively. Therefore, may be, we should shift a bit bosonic
Green’s functions � and X to have correct expression for the
SC condition.

The form of the TRILEX self–consistency condition tempt-
ing to think that it is possible to construct dimensionless quan-
tity for the impurity and lattice problem and then chose the
self–consistency condition on it. I propose to take �!(U+⇤!)
and Xq!(U +Vq) for such quantity, because it indeed gives the
renormalized susceptibility on their own bare interaction.

The most interesting fact is, that all these three self–
consistency conditions are equivalent on the EDMFT level (it
is simple to proof it, so I skip it here). Let us check, what do
these conditions give on the diagrammatic level in the Dual
Boson theory.

1) As it was mentioned before, our condition
P
q

Xq! = �!

vanishes the local dual bosonic superline S̃ q! and importantly

saves the property of the system, that X! derived from the dual
theory indeed has the form of hnni.

2) TRILEX condition
P
q

W latt
q! = W imp

! can be rewritten as

X

q

n
(Vq � ⇤!) + (U + Vq)Xq!(U + Vq)

o
�

(U + ⇤!)�!(U + ⇤!) = 0. (5)

Introducing the polarization P! for impurity problem we can
write U + ⇤! =

�!�P!
�!P!

. From the last paper on Dual Boson
approach we use the following relations

Xq! =
⇣
1 + �!⇧̃q!

⌘ h
X̃q!(1 + ⇧̃q!�!) + �!

i
(6)

and

Vq � ⇤! =
X̃q!

�!
h
X̃q!(1 + ⇧̃q!�!) + �!

i . (7)

After 3 pages of calculations (I will show them if needed) we
arrive at the following relation

0 =
1

P2
!

X

q

n
X̃q! + (�! � P!)⇧̃q!X̃q! + X̃q!⇧̃q!(�! � P!)+

(�! � P!)⇧̃q!(�! � P!) + (�! � P!)⇧̃q!X̃q!⇧̃q!(�! � P!)
o
,

(8)

or
P
q

S̃ 0q! = 0. The di↵erence between two superlines S !

and S 0! is only in the impurity susceptibility �! and �! � P!
respectively, which means that we just neglect the first term
in �! in the second superline. Also, comparison of this SC
condition with the DB shows, that in this case the lattice sus-
ceptibility also has the form of hnni, because the di↵erence is
only the first term in �, and this quantity we obtain from the
exact solution of impurity problem, which means that it has
the form hnni by definition.

3) Using the same equations as for the second SC condition,
we can obtain for

P
q!

Xq!(U + Vq) = �!(U + ⇤!) the similar

relation

0 =
1

P!

X

q

n
X̃q! + �!⇧̃q!X̃q! + X̃q!⇧̃q!(�! � P!)+

�!⇧̃q!(�! � P!) + �!⇧̃q!X̃q!⇧̃q!(�! � P!)
o
,

(9)

or
P
q

S̃ 00q! = 0. This superline is something in between the S̃ q!

and S̃ 0q! and also gives the correct form for X = hnni.
The main questions are, should we (or should not) cancel

the first term P! in the impurity susceptibility �! when we
construct the dual superline and why? If not, then the SC on
W and the last one gives only the corrections to the superline.
Can we neglect them and use di↵erent SC conditions or not?

vs.
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FIG. 3. Momentum resolved magnetic susceptibility for La2CuO4
for � = 2.5 (top left), � = 5.0 (top right), � = 7.5 (bottom left) and
� = 10 (bottom right). Intensity at the M = (⇡, ⇡) point corresponds
to the formation of the AFM ordering and takes the maximum value
at the energy Emax = 219, 90, 18 and 9 meV, respectively. The latter
decreases when approaching the phase transition.

as the second peak at the �X/2 = (⇡/2, 0) point. Importantly,
the height of the minor peak grows with hole-doping, which
explains why the AFM mode stays in “resonance” and does
not su↵er from the existence of the excessive charge carriers in
the system. A similar momentum-dependent variation of the
spectral weight of spin fluctuations with doping was also re-
ported in [31]. The observed picture with no shift of the AFM
intensity from the M point to an incommensurate position is
consistent with the scenario of phase separation between the
insulating AFM state and conducting droplets formed by the
excessive charge carriers [35, 36].

Remarkably, the presence of the observed spin excitations
in the doped La2CuO4 is reflected in the single-particle spec-
trum. It is known that in the undoped regime of the Mott insu-
lator AFM fluctuations are governed by Anderson’s “superex-
change” mechanism [37]. Contrary, in the doped case when
the VHS lies at the Fermi energy AFM spin fluctuations arise
due to collective excitations of electrons between the anti-
nodal X = (⇡, 0) and Y = (0, ⇡) points [33, 34, 38]. This
fact is also confirmed by our obtained energy spectrum (see
right panel in Fig. 1), where the high intensity at the Fermi
level corresponds to the large density of the charge carriers
that live at the vicinity of the X point as depicted by the small
white arrow. Apart from the main AFM fluctuations, the pres-
ence of another region of high density of holes, appearing at
the vicinity of the M�/2 = (⇡/2, ⇡/2) point as a consequence
of the reconstruction of the Fermi surface allows another mag-
netic excitation of charge carriers between these two regions
as shown by the white curved arrow. The observed minor
peak at the �X/2 = (⇡/2, 0) point in the Fig. 2 (left) indicates
that this excitation happens roughly between the M�/2 and
XM/2 = (0, ⇡/2) points of the single-particle energy spec-

FIG. 4. DOS (top left) and momentum resolved magnetic suscepti-
bility in the strongly-correlated metallic U = 2; hni = 1 (top right),
Mott-insulating U = 3; hni = 1 (bottom left) and doped Mott-
insulating U = 3; hni = 0.93 (bottom right) regimes. In addition
to the main low-lying mode of the high intensity, the magnon spec-
trum reveals additional one (bottom left) and two (bottom right) less
pronouncing high-energy bands that originate from the magnetic ex-
citations between the corresponding peaks in the DOS depicted by
the arrows in the top left panel. Energy E is given in eV.

trum. Therefore, redistribution of the quasiparticle weight
with increased doping in addition to pinning of the Fermi en-
ergy to the VHS point allows to keep the single-particle en-
ergy spectrum unchanged, which, in turn, is reflected in the
unchanged magnon dispersion.

Since our modern approach allows to capture the fingerprint
of the AFM ordering already in the paramagnetic phase near
the leading magnetic instability, one can go deeper into the
PM phase in order to observe the incipience of this fluctuation.
Fig. 3 shows the momentum resolved low-energy part of the
magnetic susceptibility of the undoped La2CuO4 for di↵erent
temperatures. The top left panel corresponds to the case of
high temperature (� = 2.5) and shows a standard paramagnon
dispersion [39]. Lowering the temperature, the characteristic
energy scale of spin excitations decreases and the intensity at
the M point (top right panel, � = 5) of the magnon spectrum
at the energy Emax = 90 meV arises. Since the corresponding
energy of the AFM fluctuations is proportional to the inverse
of the spin correlation length, it decreases with the tempera-
ture as shown in the bottom left (� = 7.5) and right (� = 10)
panels in Fig. 3. When approaching the Néel temperature at
� ' 10 (� = 0.96) the AFM fluctuation “softens” and forms
the ground state of the ordered phase at the zero energy, which
was also predicted in previous studies (see Ref. [4] and refer-
ences therein).

In the most general case spin fluctuations are not restricted
only to the low-energy magnon band discussed above. In or-
der to study the full spectrum of magnetic fluctuations, let us
distinguish three cases of interest. First of all, it is worth not-
ing that the La2CuO4 material lies in the region close to the

Temperarture dependence of magnetic susceptibilities
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Extended Hubbard model: t=0.3, t‘=-0.15t, U=3, V=0.5, Jd=0.01

Magnetic Susceptibilities in Ladder-DB:

wide spectral range. Thus, the incipience of the low-lying AFM mode in the undoped La2CuO4 is

captured in the paramagnetic regime far from the PM to AFM phase transition. This mode softens

when approaching the transition point and forms the AFM ground state in the broken symmetry

phase. The study of the higher-energy magnetic fluctuations revealed additional less pronounc-

ing magnon bands. We have found that these bands originate from the collective d-d transitions

between sub-bands in the quasiparticle energy spectrum and can be captured experimentally.

Methods

The problem of collective excitations in cuprates is addressed here using the Dual Boson (DB)

theory 36, 37 for the extended Hubbard model. Particular parameters for the La2CuO4 cuprate com-

pound are t = 0.3, U = 3, V = 0.5, Jd = 0.01 (all units are given in eV) and t0/t = �0.15 38–40.

Since cuprates show a non-Heisenberg behavior, the magnon-magnon interaction plays an ex-

tremely important role and is accounted here via the spin hybridization function ⇤ of the local

DB impurity problem. The DB theory in the ladder approximation with a constant hybridization

function ⇤ fulfills charge 35 and spin 41 conservation laws. Therefore, our theory is a minimal and

unique approach that accurately addresses the non-local collective charge and spin fluctuations and

remains applicable to realistic systems.

The magnetic susceptibility in the ladder DB approximation is given by the following rela-

tion 41
h
Xladd

q!

i�1
= Jd

q + ⇤ +
h
XDMFT

q!

i�1
, where XDMFT

q! is the DMFT-like 42, 43 magnetic suscepti-

bility written in terms of the local two-particle irreducible four-point vertices and lattice Green’s

functions. The later is dressed only in the local self-energy and is given by the usual EDMFT

10
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FIG. 1. Evolution of the energy spectrum of the La2CuO4 (top row) and its cut at X and M�/2 (bottom row) obtained in the paramagnetic
regime close to the PM to AFM phase boundary for di↵erent values of hole-doping (from left to right) hni = 1, hni = 0.98, hni = 0.93 and
hni = 0.88. The energy E is given in the eV.

where X
DMFT
q! is the DMFT-like [15, 16] magnetic susceptibility written in terms of the local two-particle irreducible four-point

vertices and lattice Green’s functions. Numerical calculations of the Green’s function and susceptibility are performed on the
32 ⇥ 32 lattice. Number of k points in the Brillouin Zone is the same as for the lattice sites, namely 32 ⇥ 32. Number of
fermionic Matsubara frequencies is twice larger than one of the bosonic once and equal to 36. The single- and two-particle
spectral functions are shown in Fig. 1 and Fig. 2, respectively, and obtained from the lattice Green’s function and magnetic
susceptibility by a stochastic optimization method for analytical continuation [17, 18].

The evolution of the electronic band structure of cuprates with the hole-doping is shown in Fig. 1 (top row). One can observe
that the van Hove singularity at the anti-nodal X point rapidly approaches the Fermi level at hni ' 0.98. The further increase
of the doping to hni = 0.93 and hni = 0.88 leads to the additional flattening of the energy band at the vicinity of the nodal
M�/2 point and pinning of the Fermi level to the nodal and anti-nodal points of the energy spectrum. The redistribution of
the quasiparticle density upon doping results in sharp picks and almost identical behavior of the electronic density at the X and
M�/2 points as shown in Fig. 1 (bottom row).

Fig. 2 shows the magnon spectrum as a function of hole-doping. As one can see, the obtained dispersion of paramagnons is
almost unchanged with doping and only reveals progressive broadening with the increase of number of holes. The high intensity
at the M point has the maximum at the corresponding energies Emax = 67 meV (hni = 0.98), 66 meV (hni = 0.93) and 61 meV
(hni = 0.88) and is associated with collective AFM fluctuations.

FIG. 2. Momentum resolved magnetic susceptibility of the La2CuO4 obtained in the paramagnetic regime close to the PM to AFM phase
boundary for di↵erent values of hole-doping (from left to right) hni = 0.98, hni = 0.93 and hni = 0.88. The energy E is given in the eV.
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FIG. 3. Momentum resolved magnetic susceptibility for La2CuO4
for � = 2.5 (top left), � = 5.0 (top right), � = 7.5 (bottom left) and
� = 10 (bottom right). Intensity at the M = (⇡, ⇡) point corresponds
to the formation of the AFM ordering and takes the maximum value
at the energy Emax = 219, 90, 18 and 9 meV, respectively. The latter
decreases when approaching the phase transition.

as the second peak at the �X/2 = (⇡/2, 0) point. Importantly,
the height of the minor peak grows with hole-doping, which
explains why the AFM mode stays in “resonance” and does
not su↵er from the existence of the excessive charge carriers in
the system. A similar momentum-dependent variation of the
spectral weight of spin fluctuations with doping was also re-
ported in [31]. The observed picture with no shift of the AFM
intensity from the M point to an incommensurate position is
consistent with the scenario of phase separation between the
insulating AFM state and conducting droplets formed by the
excessive charge carriers [35, 36].

Remarkably, the presence of the observed spin excitations
in the doped La2CuO4 is reflected in the single-particle spec-
trum. It is known that in the undoped regime of the Mott insu-
lator AFM fluctuations are governed by Anderson’s “superex-
change” mechanism [37]. Contrary, in the doped case when
the VHS lies at the Fermi energy AFM spin fluctuations arise
due to collective excitations of electrons between the anti-
nodal X = (⇡, 0) and Y = (0, ⇡) points [33, 34, 38]. This
fact is also confirmed by our obtained energy spectrum (see
right panel in Fig. 1), where the high intensity at the Fermi
level corresponds to the large density of the charge carriers
that live at the vicinity of the X point as depicted by the small
white arrow. Apart from the main AFM fluctuations, the pres-
ence of another region of high density of holes, appearing at
the vicinity of the M�/2 = (⇡/2, ⇡/2) point as a consequence
of the reconstruction of the Fermi surface allows another mag-
netic excitation of charge carriers between these two regions
as shown by the white curved arrow. The observed minor
peak at the �X/2 = (⇡/2, 0) point in the Fig. 2 (left) indicates
that this excitation happens roughly between the M�/2 and
XM/2 = (0, ⇡/2) points of the single-particle energy spec-

FIG. 4. DOS (top left) and momentum resolved magnetic suscepti-
bility in the strongly-correlated metallic U = 2; hni = 1 (top right),
Mott-insulating U = 3; hni = 1 (bottom left) and doped Mott-
insulating U = 3; hni = 0.93 (bottom right) regimes. In addition
to the main low-lying mode of the high intensity, the magnon spec-
trum reveals additional one (bottom left) and two (bottom right) less
pronouncing high-energy bands that originate from the magnetic ex-
citations between the corresponding peaks in the DOS depicted by
the arrows in the top left panel. Energy E is given in eV.

trum. Therefore, redistribution of the quasiparticle weight
with increased doping in addition to pinning of the Fermi en-
ergy to the VHS point allows to keep the single-particle en-
ergy spectrum unchanged, which, in turn, is reflected in the
unchanged magnon dispersion.

Since our modern approach allows to capture the fingerprint
of the AFM ordering already in the paramagnetic phase near
the leading magnetic instability, one can go deeper into the
PM phase in order to observe the incipience of this fluctuation.
Fig. 3 shows the momentum resolved low-energy part of the
magnetic susceptibility of the undoped La2CuO4 for di↵erent
temperatures. The top left panel corresponds to the case of
high temperature (� = 2.5) and shows a standard paramagnon
dispersion [39]. Lowering the temperature, the characteristic
energy scale of spin excitations decreases and the intensity at
the M point (top right panel, � = 5) of the magnon spectrum
at the energy Emax = 90 meV arises. Since the corresponding
energy of the AFM fluctuations is proportional to the inverse
of the spin correlation length, it decreases with the tempera-
ture as shown in the bottom left (� = 7.5) and right (� = 10)
panels in Fig. 3. When approaching the Néel temperature at
� ' 10 (� = 0.96) the AFM fluctuation “softens” and forms
the ground state of the ordered phase at the zero energy, which
was also predicted in previous studies (see Ref. [4] and refer-
ences therein).

In the most general case spin fluctuations are not restricted
only to the low-energy magnon band discussed above. In or-
der to study the full spectrum of magnetic fluctuations, let us
distinguish three cases of interest. First of all, it is worth not-
ing that the La2CuO4 material lies in the region close to the
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FIG. 1. Evolution of the energy spectrum of the La2CuO4 (top row) and its cut at X and M�/2 (bottom row) obtained in the paramagnetic
regime close to the PM to AFM phase boundary for di↵erent values of hole-doping (from left to right) hni = 1, hni = 0.98, hni = 0.93 and
hni = 0.88. The energy E is given in the eV.

where X
DMFT
q! is the DMFT-like [15, 16] magnetic susceptibility written in terms of the local two-particle irreducible four-

point vertices and lattice Green’s functions. Numerical calculations of the Green’s function and susceptibility are performed
on the 32 ⇥ 32 lattice. Number of k points in the Brillouin Zone is the same as for the lattice sites, namely 32 ⇥ 32. Number
of fermionic Matsubara frequencies is 36, which is twice larger than the bosonic one. The single- and two-particle spectral
functions are shown in Fig. 1 and Fig. 2, respectively, and obtained from the lattice Green’s function and magnetic susceptibility
by a stochastic optimization method for analytical continuation [17, 18].

The evolution of the electronic band structure of cuprates with the hole-doping is shown in Fig. 1 (top row). One can observe
that the van Hove singularity at the anti-nodal X point rapidly approaches the Fermi level at hni ' 0.98. The further increase
of the doping to hni = 0.93 and hni = 0.88 leads to the additional flattening of the energy band at the vicinity of the nodal
M�/2 point and pinning of the Fermi level to the nodal and anti-nodal points of the energy spectrum. The redistribution of
the quasiparticle density upon doping results in sharp picks and almost identical behavior of the electronic density at the X and
M�/2 points as shown in Fig. 1 (bottom row).

Fig. 2 shows the magnon spectrum as a function of hole-doping. As one can see, the obtained dispersion of paramagnons is
almost unchanged with doping and only reveals progressive broadening with the increase of number of holes. The high intensity
at the M point has the maximum at the corresponding energies Emax = 67 meV (hni = 0.98), 66 meV (hni = 0.93) and 61 meV
(hni = 0.88) and is associated with collective AFM fluctuations.

FIG. 2. Momentum resolved magnetic susceptibility of the La2CuO4 obtained in the paramagnetic regime close to the PM to AFM phase
boundary for di↵erent values of hole-doping (from left to right) hni = 0.98, hni = 0.93 and hni = 0.88. The energy E is given in the eV.
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defined as X̃0
q!; ⌫⌫0 =

P
k G̃k+q,⌫+!"G̃k⌫# �⌫⌫0 and �±!;⌫⌫0 = �

±
⌫! �⌫⌫0 , where �±⌫! are defined in Eq. 38. The four-point vertex functions

�⌫⌫0! and ✓⌫⌫0! in the ± spin channel are defined above in Eqs. 19 and (24), or explicitly as

�⌫⌫0! = �
#""#
⌫⌫0! =

D
c⌫#c

⇤
⌫+!"c⌫0+!"c

⇤
⌫0#
E

c imp
g�1
⌫# g�1

⌫+!" g�1
⌫0+!" g�1

⌫0#, (41)

✓⌫⌫0! = ��+⌫! �!��⌫0+!,�!. (42)

Substituting the above expressions to the Eq. 39, one recovers conserving result for the spin susceptibility provided by the ladder
DB approach [50] in the case of the constant bosonic hybridization function ⇤ [55]

h
Xladd

q!
i�1
= Jd

q + ⇤ +
h
XDMFT

q!
i�1
. (43)

Here,

XDMFT
q! = �! + �!⇧̃

ladd
q! �! (44)

and ⇧̃ladd
q! is the dual polarization function in the ladder form [69] given by the following matrix form in the space of fermionic

frequencies ⌫, ⌫0

⇧̃ladd
q! = Tr

⇢
�̂�!

ˆ̃X0
q!
h
I + �̂!

ˆ̃X0
q!
i�1
�̂+!

�
. (45)

As it was already noted in [51], the di↵erence between the lattice (40) and dual (45) polarization functions is that the first one
is irreducible with respect to the (local and nonlocal parts of) EDMFT susceptibility XE, while the dual one is irreducible only
with respect to the bare dual susceptibility, which is identically equal to the nonlocal part of XE.

Expression for the spin susceptibility (43) can be rewritten in the more convenient way. For this reason one can define the
two-particle irreducible (2PI) vertex function in the ± spin channel as

�̂
2PI
! = �̂!


I � �̂0

!�̂!

��1
, (46)

where the matrix elements of the bare local spin susceptibility are �0
!; ⌫⌫0 = g⌫+!"g⌫# �⌫⌫0 . Then, the spin susceptibility of the

impurity problem can be expressed as

�! = �
⌦
S �! S +�!

↵
= Tr
n
�̂0
! � �̂0

! �̂! �̂
0
!

o
= Tr
(
�̂0
!


I + �̂

2PI
! �̂

0
!

��1
)
. (47)

Rewriting the relation for the dual polarization function ⇧̃ladd
q! (45) through the 2PI vertex function and using the exact relation

between the three- and four-point vertex functions of impurity problem

�+⌫! =
D
c⌫# c⇤⌫+!" S �!

E
imp
��1
! g�1
⌫# g�1

⌫+!" =
X

⌫0

D
c⌫# c⇤⌫+!" c⇤⌫0# c⌫0+!,"

E
imp
��1
! g�1
⌫# g�1

⌫+!" (48)

=
X

⌫0

n
�⌫,⌫0 � �⌫,⌫0,! g⌫0+!" g⌫0#

o
��1
! =

X

⌫0

h
�⌫⌫0 + �

2PI
⌫,⌫0,! g⌫0+!"g⌫0#

i�1
��1
! ,

and the fact that in the case of zero dual self energy ⌃̃k⌫ = 0 the following relation holds

X̃0
q!; ⌫⌫0 + �

0
!; ⌫⌫0 = X0

q!; ⌫⌫0 =
X

k
Gk+q,⌫+!"Gk⌫# �⌫⌫0 , (49)

one finds that

XDMFT
q! = �! + �!⇧̃

ladd
q! �! = Tr

(
X̂0

q!


I + �̂

2PI
! X̂0

q!

��1
)

(50)

is the DMFT-like [33, 34] susceptibility written in terms of the 2PI vertex functions of impurity model and lattice Green’s
functions. Therefore, the spin susceptibility (43) derived within the ladder Dual Boson approach [48] can be rewritten as

Xladd
q! = Tr

(
X̂0

q!


I +
✓
�̂

2PI
! + I

h
JD

q + ⇤
i◆

X̂0
q!

��1
)
. (51)

3

2 3 4 5 6 7 8

U

0.08

0.10

0.12

0.14

0.16

0.18

0.20

T

� = 6

� = 7

� = 10

0.0

0.5

<
S

z
>

DOS

FIG. 1. (Color online) The antiferromagnetic phase of the half-
filled Hubbard model. Squares mark where calculations were done,
the red color depicts the magnitude of the magnetic moment hS zi and
the asterisk marks the Néel temperature TN ⇡ 0.186. The inset shows
the total DOS at � = 6, 7 and 10 for U = 5.

Here, ⇤! and �! are the bosonic hybridization function and
susceptibility of the impurity problem, respectively. Also,

⇧̃(2)
q! =

X

k,⌫
��⌫+!,�! G̃k+q,⌫+!"G̃k⌫# �

+
⌫,! = (5)

is the second order polarization function [49]. Note that a con-
serving description of spin fluctuations is given by the two-
particle ladder approximation of the magnetic susceptibility
provided by the ladder DB approach [50] that accounts for
the four-fermionic contribution in W[ f , ⇢̄] and treats bosonic
hybridization ⇤ as a constant [55]

h
Xladd

q!
i�1
= Jd

q + ⇤ +
h
XDMFT

q!
i�1
. (6)

Here, XDMFT
q! = �! + �!⇧̃

ladd
q! �! is the DMFT- [33, 34], or

D�A-like [68] susceptibility written in terms of local two-
particle irreducible four-point vertices and lattice Green’s
functions. ⇧̃ladd

q! is the dual polarization in the ladder form [62,
69] that contains ⇧̃(2)

q! as the lowest order term. Therefore,
the hybridization ⇤ plays the role of the Moriyaesque � cor-
rection that was introduced in D�A [70] by hand similarly
to the Moriya and Kawabata theory of weak itinerant mag-
nets [71, 72] and now is derived analytically.

Importantly, the expressions for the magnetic susceptibil-
ity (4) and (6) can be drastically simplified to be applicable
for realistic multiband calculations, for which the two-particle
quantities can hardly be obtained. As it was discussed above,
the system with a well-defined local magnetic moment ex-
hibits mostly bosonic fluctuations. Therefore, one can expect
that local vertex functions are mostly described by the bosonic
frequency !, while the dependence on fermionic frequencies
⌫, ⌫0 is negligible and can be averaged out. In order to per-
form this averaging consistently, it is carried out using the
local Ward identities [54, 55], which leads to the following
approximation of three-point vertex [62]

�+⌫! = �
�
⌫+!,�! ' ��1

! + �⌃⌫! ' �0 �1
! (7)

Here, �0
! =

P
⌫ g⌫+!"g⌫# is the bare spin susceptibility, g⌫�

and ⌃⌫� are the full Green’s function and self-energy of the
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FIG. 2. (Color online) Real part of the four-point vertex �⌫⌫0! in the
± spin channel at U = 5 for three di↵erent temperatures (cf. marked
points in Fig. 1). The plot shows �⌫⌫0! as a function of ⌫ for fixed
! and ⌫0. Diamonds and squares show data for ! = !0 and !1,
respectively. Red (!0) and blue (!1) lines serve as guides to the eye,
lighter colors indicate larger ⌫0. Black circles and lines show �⌫h⌫0i!,
which does not depend on ⌫0.

impurity problem and �⌃⌫! = (⌃⌫+!" � ⌃⌫#)/ hmi. Therefore,
exploiting the system being in the magnetic phase allows to
rewrite the complicated many-body problem (1) in a much
simpler form of Eq. 2 introducing bosonic fields that corre-
spond to the collective magnetic fluctuations. In this case, the
expression for the corresponding fermion-boson coupling �±⌫!
can be in drastically simplified (7), leading to a similar ex-
pression that was recently postulated in [73] and numerically
checked using brute force calculations [74].

Exact numerical solution — In order to exemplify the above
approximations we consider the half-filled Hubbard model (1)
(Vq, Jd

q,⇤ = 0) on the hypercubic lattice in infinite dimen-
sions. In this case, the exact result for the magnetic suscepti-
bility is known to be given by the DMFT expression (6) and
can be compared to the simplified result of Eq. 4. At low tem-
peratures this system favors antiferromagnetic (AFM) order
over paramagnetism as shown in the phase diagram in Fig. 1.

The local four-point vertex �⌫⌫0! is measured at U = 5 for
the three temperatures marked in Fig. 1, roughly below the
maximum of the AFM dome, where TN ⇡ 0.186 is obtained
using DMFT [62]. As the temperature is lowered from � = 6
to 10, the magnetization increases from hmi ' 0.42 to 0.84.
We validate in Fig. 2 that at large magnetization the depen-
dence of the four-point vertex �⌫⌫0! on fermionic frequencies
⌫, ⌫0 is small. Consequently, one may indeed use the approxi-
mated form of the vertex �⌫⌫0! ' �⌫h⌫0i!, which leads to Eq. 7.

3

FIG. 1. (Color online) The antiferromagnetic phase of the half-
filled Hubbard model. Squares mark where calculations were done,
the red color depicts the magnitude of the magnetic moment hS zi and
the asterisk marks the Néel temperature TN ⇡ 0.186. The inset shows
the total DOS at � = 6, 7 and 10 for U = 5.

Here, ⇤! and �! are the bosonic hybridization function and
susceptibility of the impurity problem, respectively. Also,
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is the second order polarization function [49]. Note that a con-
serving description of spin fluctuations is given by the two-
particle ladder approximation of the magnetic susceptibility
provided by the ladder DB approach [50] that accounts for
the four-fermionic contribution in W[ f , ⇢̄] and treats bosonic
hybridization ⇤ as a constant [55]
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Here, XDMFT
q! = �! + �!⇧̃

ladd
q! �! is the DMFT- [33, 34], or

D�A-like [68] susceptibility written in terms of local two-
particle irreducible four-point vertices and lattice Green’s
functions. ⇧̃ladd

q! is the dual polarization in the ladder form [62,
69] that contains ⇧̃(2)

q! as the lowest order term. Therefore,
the hybridization ⇤ plays the role of the Moriyaesque � cor-
rection that was introduced in D�A [70] by hand similarly
to the Moriya and Kawabata theory of weak itinerant mag-
nets [71, 72] and now is derived analytically.

Importantly, the expressions for the magnetic susceptibil-
ity (4) and (6) can be drastically simplified to be applicable
for realistic multiband calculations, for which the two-particle
quantities can hardly be obtained. As it was discussed above,
the system with a well-defined local magnetic moment ex-
hibits mostly bosonic fluctuations. Therefore, one can expect
that local vertex functions are mostly described by the bosonic
frequency !, while the dependence on fermionic frequencies
⌫, ⌫0 is negligible and can be averaged out. In order to per-
form this averaging consistently, it is carried out using the
local Ward identities [54, 55], which leads to the following
approximation of three-point vertex [62]
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FIG. 2. (Color online) Real part of the four-point vertex �⌫⌫0! in the
± spin channel at U = 5 for three di↵erent temperatures (cf. marked
points in Fig. 1). The plot shows �⌫⌫0! as a function of ⌫ for fixed
! and ⌫0. Diamonds and squares show data for ! = !0 and !1,
respectively. Red (!0) and blue (!1) lines serve as guides to the eye,
lighter colors indicate larger ⌫0. Black circles and lines show �⌫h⌫0i!,
which does not depend on ⌫0.

impurity problem and �⌃⌫! = (⌃⌫+!" � ⌃⌫#)/ hmi. Therefore,
exploiting the system being in the magnetic phase allows to
rewrite the complicated many-body problem (1) in a much
simpler form of Eq. 2 introducing bosonic fields that corre-
spond to the collective magnetic fluctuations. In this case, the
expression for the corresponding fermion-boson coupling �±⌫!
can be in drastically simplified (7), leading to a similar ex-
pression that was recently postulated in [73] and numerically
checked using brute force calculations [74].

Exact numerical solution — In order to exemplify the above
approximations we consider the half-filled Hubbard model (1)
(Vq, Jd

q,⇤ = 0) on the hypercubic lattice in infinite dimen-
sions. In this case, the exact result for the magnetic suscepti-
bility is known to be given by the DMFT expression (6) and
can be compared to the simplified result of Eq. 4. At low tem-
peratures this system favors antiferromagnetic (AFM) order
over paramagnetism as shown in the phase diagram in Fig. 1.

The local four-point vertex �⌫⌫0! is measured at U = 5 for
the three temperatures marked in Fig. 1, roughly below the
maximum of the AFM dome, where TN ⇡ 0.186 is obtained
using DMFT [62]. As the temperature is lowered from � = 6
to 10, the magnetization increases from hmi ' 0.42 to 0.84.
We validate in Fig. 2 that at large magnetization the depen-
dence of the four-point vertex �⌫⌫0! on fermionic frequencies
⌫, ⌫0 is small. Consequently, one may indeed use the approxi-
mated form of the vertex �⌫⌫0! ' �⌫h⌫0i!, which leads to Eq. 7.
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FIG. 3. (Color online) Spin susceptibility components Xhom
! and Xo↵

!

as a function of the Matsubara frequency (triangles). Squares and
circles show the simplified form of the magnetic susceptibility (4).
The single red triangles indicate expression for the magnetic suscep-
tibility in the case of the truncated ladder (see text). The parameters
of this figure correspond to the bottom panel of Fig. 2.

We evaluate Eq. (6) in the AFM phase at the q = 0 point
of the reduced Brillouin zone. The transversal susceptibil-
ity is a 2 ⇥ 2 matrix with the homogeneous susceptibility
Xhom(!) as a diagonal element [75]. Fig. 3 shows Xhom(!),
which is real, as well as the o↵-diagonal element Xo↵(!). Re-
markably, despite the approximation of the vertex functions,
Xhom(! , 0) = 0 and Xo↵(! , 0) = �2i hmi /! hold to very
good accuracy, which are exact constraints due to global spin
conservation [62].

At U = 5 the eigenvalue of the ladder Eq. (6) correspond-
ing to Xhom(! = 0) is large (' 0.715). Therefore, one can
not approximate the polarization ⇧̃ladd

q! by the second order ex-
pression ⇧̃(2)

q! in Eq. 6. The corresponding approximation for
<Xhom(! = 0) and =Xo↵(! = 2⇡�) is marked in Fig. 3 with
open triangles and indeed clearly distinguishable from Eq. (6).

Nonetheless, the simplified expression for magnetic sus-
ceptibility X(2) (4) with the vertex approximation (7) shows
a good agreement with Xladd (6). Importantly, the approxima-
tion for the magnetic susceptibility obtained in Eq. 4 should
not be confused with the truncation of the ladder equation,
even though it formally uses the same quantity ⇧̃(2)

q!. The good
agreement of the simplified result X(2) with the much more ad-
vanced ladder approximation (6) shows that the bosonic fluc-
tuations indeed dominate in the polarized regime of the impu-
rity model, which was assumed while deriving Eq. 4.

Classical Heisenberg Hamiltonian — Although the ac-
tion (3) is general and can be used for the description of quan-
tum e↵ects in terms of susceptibilities, at low temperatures it
can be mapped onto an e↵ective classical Heisenberg Hamil-
tonian Hspin = �

P
q Jq Sq S�q that describes small spin fluc-

tuations around the AFM ground state [29]. To this aim, spin
variables S ±q! in (3) are replaced by classical vectors Sq of the
length hS zi and the contribution from the z spin channel is re-
stored from the requirement of rotational invariance. Then, an
e↵ective exchange interaction Jq can be defined as a nonlocal
part of the inverse spin susceptibility at the zero bosonic fre-
quency [31]. Thus, the e↵ective exchange interaction that cor-
responds to the simplified form of magnetic susceptibility (4)

reads

Jq = Jd
q �
X

k,⌫
��⌫,!=0 G̃k+q,⌫"G̃k⌫# �

+
⌫,!=0, (8)

while the exchange interaction in the ladder approximation is
detailed in [62]. This result reminds of Anderson’s idea of
the superexchange interaction [52, 53]. Indeed, the first and
the second term in Eq. 8 describe the direct ferromagnetic and
kinetic antiferromagnetic exchange interactions, respectively.
As a result, in the strongly localized regime and in the case
of antiferromagnetic dimer the kinetic part of the exchange
interaction takes the well-known form J = �2t2/U [62].

It is worth mentioning that the three-point vertex �⌫,! that
enters the kinetic part of the exchange interaction describes
the total spin splitting. In the spin polarized case one can
again use the simplified form of the vertex function (first ap-
proximation in Eq. 7). In the strongly polarized regime the
potential contribution to the spin splitting �⌃⌫! is much larger
than the kinetic one ��1

! . Therefore, the latter can be neglected
and the result for the exchange interaction (8) reduces to the
expression obtained in [31] that was successfully applied to
the description of many realistic systems [39–44]. Note that
in [31] the exchange interaction was derived assuming the
existence of the collinear spin ground state, while here we
show that the limit of applicability of the derived expression
is much broader. If the dependence of the three-point vertex
on the fermionic frequencies is fully disregarded (second ap-
proximation in Eq. 7), the exchange interaction reduces to the
“Hartree-Fock” approximation Jq = �0 �1

!=0 X 0
q,!=0 �

0 �1
!=0 [62]

derived in [76].
Conclusion — To conclude, here we derived the action for

e↵ective s-d and Heisenberg-like problems for the extended
Hubbard model. We observed that by virtue of a local Ward
identity the vertex functions of the impurity model can be well
approximated, provided its weak dependence on the fermionic
frequencies. Our results show that this criterion is indeed sat-
isfied in the AFM phase of the Hubbard model in infinite
dimensions when the staggered magnetization is su�ciently
large. As a consequence, it is possible to obtain the magnetic
susceptibility without a costly measurement of the impurity
vertex functions, which is very useful for the realistic multi-
band calculations. For the considered parameters this approx-
imation becomes accurate enough to reach an agreement with
the global spin conservation. In finite dimensions this is of im-
portance for a sound description of magnon spectra in accord
with Goldstone’s theorem. In the classical limit, the derived
spin action reduces to an e↵ective Heisenberg Hamiltonian.
In the spin-polarized case the result for the kinetic part of the
e↵ective exchange interaction simplifies to the expression de-
rived in [31], which is argued to be a good approximation for
the case of many real materials. We believe that this approx-
imation can be applied in di↵erent and, in particular, more
realistic contexts. We further speculate that similar approx-
imations could prove valuable in any physical regime where
it can be argued that the behavior of the vertex functions is
strongly dominated by the transferred momentum.

3

FIG. 1. (Color online) The antiferromagnetic phase of the half-
filled Hubbard model. Squares mark where calculations were done,
the red color depicts the magnitude of the magnetic moment hS zi and
the asterisk marks the Néel temperature TN ⇡ 0.186. The inset shows
the total DOS at � = 6, 7 and 10 for U = 5.

Here, ⇤! and �! are the bosonic hybridization function and
susceptibility of the impurity problem, respectively. Also,

⇧̃(2)
q! =

X

k,⌫
��⌫+!,�! G̃k+q,⌫+!"G̃k⌫# �

+
⌫,! = (5)

is the second order polarization function [49]. Note that a con-
serving description of spin fluctuations is given by the two-
particle ladder approximation of the magnetic susceptibility
provided by the ladder DB approach [50] that accounts for
the four-fermionic contribution in W[ f , ⇢̄] and treats bosonic
hybridization ⇤ as a constant [55]

h
Xladd

q!
i�1
= Jd

q + ⇤ +
h
XDMFT

q!
i�1
. (6)

Here, XDMFT
q! = �! + �!⇧̃

ladd
q! �! is the DMFT- [33, 34], or

D�A-like [68] susceptibility written in terms of local two-
particle irreducible four-point vertices and lattice Green’s
functions. ⇧̃ladd

q! is the dual polarization in the ladder form [62,
69] that contains ⇧̃(2)

q! as the lowest order term. Therefore,
the hybridization ⇤ plays the role of the Moriyaesque � cor-
rection that was introduced in D�A [70] by hand similarly
to the Moriya and Kawabata theory of weak itinerant mag-
nets [71, 72] and now is derived analytically.

Importantly, the expressions for the magnetic susceptibil-
ity (4) and (6) can be drastically simplified to be applicable
for realistic multiband calculations, for which the two-particle
quantities can hardly be obtained. As it was discussed above,
the system with a well-defined local magnetic moment ex-
hibits mostly bosonic fluctuations. Therefore, one can expect
that local vertex functions are mostly described by the bosonic
frequency !, while the dependence on fermionic frequencies
⌫, ⌫0 is negligible and can be averaged out. In order to per-
form this averaging consistently, it is carried out using the
local Ward identities [54, 55], which leads to the following
approximation of three-point vertex [62]

�+⌫! = �
�
⌫+!,�! ' ��1

! + �⌃⌫! ' �0 �1
! (7)

Here, �0
! =

P
⌫ g⌫+!"g⌫# is the bare spin susceptibility, g⌫�

and ⌃⌫� are the full Green’s function and self-energy of the

-200

 0

 200

 400

 600

 800

-3 -2 -1  0  1  2  3  4  5

� = 6

hmi ⇡ 0.42

!0

!1⌫01̄

⌫00

⌫00

⌫01

�̄⌫h⌫ 0i!

 0

 100

 200

 300

-3 -2 -1  0  1  2  3  4  5

� = 7

hmi ⇡ 0.64

!0

!1

⌫01̄

⌫0

⌫00

⌫00

⌫01

⌫01

⌫02 ⌫03

�̄ ⌫
⌫
0 !

 0

 20

 40

 60

 80

 100

-3 -2 -1  0  1  2  3  4  5

� = 10

hmi ⇡ 0.84

!0

!1
⌫01̄ ⌫00

⌫00

⌫01

⌫01

⌫02

⌫02

⌫03

⌫03 ⌫04

⌫

FIG. 2. (Color online) Real part of the four-point vertex �⌫⌫0! in the
± spin channel at U = 5 for three di↵erent temperatures (cf. marked
points in Fig. 1). The plot shows �⌫⌫0! as a function of ⌫ for fixed
! and ⌫0. Diamonds and squares show data for ! = !0 and !1,
respectively. Red (!0) and blue (!1) lines serve as guides to the eye,
lighter colors indicate larger ⌫0. Black circles and lines show �⌫h⌫0i!,
which does not depend on ⌫0.

impurity problem and �⌃⌫! = (⌃⌫+!" � ⌃⌫#)/ hmi. Therefore,
exploiting the system being in the magnetic phase allows to
rewrite the complicated many-body problem (1) in a much
simpler form of Eq. 2 introducing bosonic fields that corre-
spond to the collective magnetic fluctuations. In this case, the
expression for the corresponding fermion-boson coupling �±⌫!
can be in drastically simplified (7), leading to a similar ex-
pression that was recently postulated in [73] and numerically
checked using brute force calculations [74].

Exact numerical solution — In order to exemplify the above
approximations we consider the half-filled Hubbard model (1)
(Vq, Jd

q,⇤ = 0) on the hypercubic lattice in infinite dimen-
sions. In this case, the exact result for the magnetic suscepti-
bility is known to be given by the DMFT expression (6) and
can be compared to the simplified result of Eq. 4. At low tem-
peratures this system favors antiferromagnetic (AFM) order
over paramagnetism as shown in the phase diagram in Fig. 1.

The local four-point vertex �⌫⌫0! is measured at U = 5 for
the three temperatures marked in Fig. 1, roughly below the
maximum of the AFM dome, where TN ⇡ 0.186 is obtained
using DMFT [62]. As the temperature is lowered from � = 6
to 10, the magnetization increases from hmi ' 0.42 to 0.84.
We validate in Fig. 2 that at large magnetization the depen-
dence of the four-point vertex �⌫⌫0! on fermionic frequencies
⌫, ⌫0 is small. Consequently, one may indeed use the approxi-
mated form of the vertex �⌫⌫0! ' �⌫h⌫0i!, which leads to Eq. 7.
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Summary

u DFT+DMFT is a perfect scheme for                     
magnetic materials

u New playground of N-Bethe lattice
u Local correlations exactly computed within 

CT-QMC impurity solver
u DF/DB is an efficient approach for non-local 

corrections beyond DMFT
u Exchange interactions and Vertex Corrections


