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Preface
 
  These volumes presents selected papers of Michael V. Sadovskii on different aspects of condensed
matter theory published by him from 1974 to 2024. From his total publication list of about 180
papers we have chosen only those which we consider conceptually most important.  This choice is
of rather subjective nature and is not related to any of currently popular metrics, like e.g. citation or
Hirsch indices. 

Selected  reviews  by  M.V.  Sadovskii  were  published  in  separate  two  –  volume  edition.  All
experimental papers as well  as papers devoted to calculations of different properties of specific
materials were just excluded from this edition. 

  All papers are published in original form without any editorial work or corrections of some minor
misprints mainly of a technical nature.

  At the end of this volume we present an extended list of the books, reviews and research papers by
M.V. Sadovskii, which includes many of those dropped from this edition.
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Suppression of superconductivity close to the metal–insulator transition in strongly
disordered systems

É. Z. Kuchinski , M. V. Sadovski , and M. A. Érkabaev

Electrophysics Institute Ural Branch, Russian Academy of Sciences, 620049 Ekaterinburg, Russia
�Submitted 24 October 1996�
Zh. Éksp. Teor. Fiz. 112, 192–199 �July 1997�

By means of the self-consistent theory proposed earlier for a metal–insulator transition in
strongly disordered systems, which takes into account interelectron interaction effects, the effects
of the suppression of the superconducting-transition temperature Tc , caused by the formation
of a Coulomb pseudo-gap in the density of states, are studied in a wide interval of disorder
values—from a weakly disordered metal to an Anderson insulator. It is shown that the
proposed theory gives a satisfactory description of the experimental data for a number of systems
that have been studied. © 1997 American Institute of Physics. �S1063-7761�97�01607-7�

1. INTRODUCTION

The problem of the degradation of the superconducting-
transition temperature under conditions of strong disordering
has attracted the attention of theoreticians for a rather long
time.1 It is closely associated with the question of the break-
down of the superconducting state close to the metal–
insulator transition caused by disordering.2 A number of
mechanisms for the suppression of Tc have been proposed,
such as an increase of the Coulomb pseudopotential,3,4 the
effect of Coulomb corrections to the density of states,5 etc.
Most of these papers discussed only small corrections to Tc
because of these mechanisms.

The theory of the metal–insulator transition proposed in
Refs. 6 and 7, which generalizes the self-consistent localiza-
tion theory8,9 in the direction of taking into account
electron–electron interaction effects, made it possible to
study the behavior of a generalized diffusion coefficient over
a wide range of variation of the system parameters both in
the metallic and in the insulator regions. The substantial in-
fluence of electron–electron interaction on the generalized
diffusion coefficient was treated. These results were used to
study the behavior of the single-particle density of states of
the system, taking into account the influence of electron–
electron interaction effects.

The results of the corresponding calculations demon-
strate the formation and evolution of a Coulomb pseudo-gap
in the density of states of a system close to the Fermi level.
In the metallic region, the behavior of the density of states
close to the Coulomb pseudo-gap corresponds to the ordi-
nary Al’tshuler–Aronov root correction.10 When one ap-
proaches the metal–insulator transition as the disorder pa-
rameter increases, the depth of the pseudo-gap increases and
the effective width of the region of the root behavior de-
creases; at the metal–insulator transition point, the density of
states at the Fermi level goes to zero, i.e., a Coulomb gap
forms. In the insulator region, for the case of a band of finite
width in the region of the Coulomb gap, a quadratic depen-
dence of the density of states is obtained. The effective width
of the corresponding region increases with increasing disor-
der parameter. This recalls the well-known behavior of the
Efros–Shklovskii Coulomb gap11 in the insulator region far

from the metal–insulator transition point. Such behavior of
the density of states gives good qualitative agreement with
experiments in a number of disordered systems close to the
metal–insulator transition,1 from amorphous alloys12–16 to
disordered single-crystal metal oxides, including high-
temperature superconductors.17

In this paper, the results of calculations of the density of
states of a system for the case of a band of finite width are
used to numerically study how Coulomb pseudo-gap effects
in the density of states affect the suppression of supercon-
ductivity close to the metal–insulator transition.

Superconductivity in strongly disordered systems will be
treated in terms of a simple BCS model. In the weak-binding
approximation, the linearized equation for the gap has the
following form:2

�������
��

�

d��V�� ,���N����
1

2��
tanh� ��

2Tc
������.

�1�

Here N(�) is the density of states of the disordered system
averaged over the implementations of the disorder, allowing
for electron–electron interaction effects, and V(� ,��) is the
effective interaction potential. The only difference from the
standard approach is that the nontrivial dependence of N(�)
on electron energy � measured from the Fermi level EF is
taken into account here.

It is assumed in BCS theory that an effective electron–
electron attraction exists, which is determined by a certain
balance between pairing due to electron–phonon interaction
and Coulomb repulsion. The following will be regarded as
the effective interaction potential:

V�� ,����Vc�� ,����Vph�� ,���, �2�

where Vc(� ,��)�Vc�(EF����)�(EF�����) and Vph(� ,��)
��Vph�(�D����)�(�D�����) are the electron–electron
and electron–phonon interaction potentials, respectively, and
�D is the Debye frequency. The constants Vc�0 and Vph�0
correspond to repulsion and attraction, acting in substantially
different energy intervals: EF��D .

After substituting this expression into Eq. �1� and trans-
forming, using the parity of the slit function ����, we get
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������Vph���D����Vc��EF����

��
0

�D
d��N����

1
��

tanh� ��

2Tc
�������Vc��E f

����
�D

EF
d��N����

1
��

tanh� ��

2Tc
������. �3�

As usual, we shall seek the solution of this equation in a
two-step form:18

������ �ph , �����D ,
�c , �D�����EF ,

�4�

where �ph and �c are certain constants that can be deter-
mined, after substituting Eq. �4� into Eq. �3�, from a system
of homogeneous equations of the following form:

� 1��Vph�Vc�N0�0 �K� �D

2Tc
� � �ph�VcN0�0 ��K� EF

2Tc
�

�K� �D

2Tc
� ��c�0,

�5�

VcN0�0 �K� �D

2Tc
��ph�� 1�VcN0�0 ��K� EF

2Tc
�

�K� �D

2Tc
� ��c�0.

Here N0(0) is the single-particle density of states of nonin-
teracting electrons at the Fermi level, and we have intro-
duced the notation

K�����
0

�

d��
1
�

tanh ���N�2Tc���

N0�0 � � . �6�

The condition for this homogeneous system of equations
to be solvable is the equation for determining Tc :

����*�K� �D

2Tc
��1,

�*��� 1���K� EF

2Tc
��K� �D

2Tc
� � � �1

, �7�

where �* is the Coulomb pseudopotential, ��VcN0(0) is
the Coulomb repulsion constant, and ��VphN0(0) is the
pairing constant due to the electron–phonon interaction. In
the pure limit, when the density of states at the Fermi level
can be regarded as constant, the usual equation of BCS
theory follows from this.

Equation �7� for determining Tc has been studied nu-
merically over a wide region of variation of the system pa-
rameters in both the metal and the insulating states. The den-
sity of states of the system was computed using the lower-
order corrections in the interelectron interaction:6,7

N�����
1
�

Im � d3p
�2��3 GR�p,��, �8�

where GR(A)(p,�)�����p�i���ee
R(A)(p,�)��1 is the re-

tarded �advanced� single-particle Green’s function, and
�ee

R(A)(p,�) is the Fock contribution to the eigenenergy
part:6,10

�ee
R�A ��p,���4i�2�N0

�1�0 �G0
A�R ��p,��

��
�

� d�

2� �
�q��k0

d3q
�2��3

�
1

��i��D���q2�2 . �9�

Here D(�) is a generalized diffusion coefficient, which sat-
isfies the following self-consistent nonlinear integral
equation:6,7

D���

D0
�1�

1
�N0�0 �

D���

D0
�

�q��k0

d3q
�2��3

�
1

�i��D���q2

�
8i
3�

�D0

�N0�0 �
�

�

�

d��
�q��k0

d3q
�2��3

�
q2

��i������D�����q2���i��D���q2�2 ,

�10�

where D0�EF/3m� is the classical diffusion coefficient,
��1/2� is the Born damping, � is the free path time,
k0�min�pF ,l�1� is the cutoff momentum, pF is the Fermi
momentum, and l is the free path length. The values shown
below for static conductivity were also obtained by numeri-
cally solving Eq. �10�.6,7

Figure 1 shows the behavior of the density of states of
the system close to the Fermi level, demonstrating the evo-

FIG. 1. Density of states of a system in the case of a band of finite width
2EF when (8/3�)��1.0, for various values of the disorder parameter
(pFl)�1: 1—0.1...,5—0.5 in the metallic region, 7—0.7...,10—1.0 in the
insulator region. The dashed curve 6 corresponds to the metal–insulator
transition point. Energy � is in units of D0k0

2 in the graph.
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lution of the Coulomb pseudo-gap as the disorder parameter
increases. It is this behavior that results in suppression of the
superconducting transition temperature.

The graphs in Fig. 2 demonstrate the suppression of Tc
with increasing disorder parameter (pFl)�1 for various val-
ues of the Coulomb repulsion constant � with fixed pairing
constant �. For large �, as disorder (pFl)�1 increases, Tc
rapidly decreases and goes to zero in the metallic region far
from the metal–insulator transition. When � is reduced, the
falloff of Tc with increasing disorder (pFl)�1 slows down,
and, for small � and large � �dashed curves in figure�, su-
perconductivity can occur in the insulating region.2 The latter
is clearly demonstrated by the graphs in the inset of Fig. 2,
which shows the dependence of Tc on the static conductivity
� of the system for corresponding values of the pairing con-
stant � and the Coulomb repulsion constant �. For large �,
Tc rapidly decreases as conductivity � decreases, and super-
conductivity is suppressed in the metallic region rather far
from the metal–insulator transition. When � is reduced, the
falloff of Tc slows down with decreasing conductivity �,
and, for small � and rather large � �dashed curves in inset�,
Tc remains finite in the limit �→0.

The graphs in Fig. 3 demonstrate the degradation of Tc
as the disorder parameter (pFl)�1 increases for various val-
ues of the pairing constant � with fixed Coulomb repulsion
constant �. For small �, as the disorder (pFl)�1 increases,
Tc rapidly decreases and goes to zero in the metallic region
far from the metal–insulator transition. When � is increased,
the decrease of Tc with increasing disorder (pFl)�1 slows
down, and, for sufficiently large �, the superconductivity is
suppressed only in the insulating region. The dependence of
the Coulomb pseudopotential �* on the disorder parameter
(pFl)�1 shown in the inset of Fig. 3 for corresponding val-
ues of the pairing constant � and the Coulomb repulsion
constant � demonstrates an insignificant increase of the Cou-
lomb pseudopotential �* with increasing disorder (pFl)�1

close to the superconductivity-suppression point. This is ap-
parently fairly natural, since the different processes that
renormalize the matrix element of the Coulomb interaction
in Eq. �2� because of Anderson localization effects and
electron–electron interaction and that substantially increase
the Coulomb pseudopotential close to the metal–insulator
transition2 are not considered in this case.

Similar behavior of Tc as a function of static conductiv-
ity � and of the disorder parameter was experimentally ob-
served in a number of disordered systems that remain super-
conducting close to the metal–insulator transition caused by
disordering.1,2,12–17,19–21 The results of our numerical calcu-
lations agree well with experiments in the amorphous alloys
InOx ,14 NbxSi1�x ,15,16 and AuxSi1�x .19–21

Reference 14 presented the results of measurements of
the disorder parameter (pFl)�1 for the amorphous alloy
InOx , as well as data for Tc and static conductivity close to
the metal–insulator transition.

According to Refs. 6 and 7, the static conductivity of the
system close to the metal–insulator transition has the follow-
ing form:

���0��pFl �Wc����1� . �11�

Here �0 is some characteristic conductivity scale close to the
metal–insulator transition, and Wc(�) is the disorder param-
eter corresponding to the metal–insulator transition, which
depends on the Coulomb repulsion constant.

Approximating the experiment for the static conductivity
of the amorphous alloy InOx by Eq. �11� makes it possible to
estimate the characteristic conductivity scale �0 and, from
the value of Wc , the Coulomb repulsion constant �. Satis-
factory correlations �see inset in Fig. 3� are obtained
for the following values of the parameters: �0�324.95
(�•cm)�1, Wc�0.606, and ��1.0.

FIG. 2. Degradation of Tc as a function of the disorder parameter (pFl)�1

for a fixed pairing constant � ���0.5—continuous curves, ��1.0—dashed
curves� for various values of the Coulomb repulsion constant (8/3�)�:
1—0.2,••• ,5—1.0. The inset shows the dependence of Tc on the static con-
ductivity � of the system for the corresponding values of the pairing con-
stant � and Coulomb repulsion constant �.

FIG. 3. Degradation of Tc as a function of the disorder parameter (pFl)�1

for fixed Coulomb repulsion constant (8/3�)��0.4 for various values of
the pairing constant �: 1—0.3, 2—0.4,..., 8—1.0. The inset shows the de-
pendence of the Coulomb pseudopotential �* on the disorder parameter
(pFl)�1 for the corresponding values of the pairing constant � and the
Coulomb repulsion �. The arrow shows the position of the metal–insulator
transition point �.
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Figure 4 shows a comparison of our results with the
experimental data for Tc as a function of the static conduc-
tivity � of the amorphous alloy InOx , using Tc0�3.41 K,
�D�112 K, and EF�9.98�104 K, ��D /EF��1.1�10�3

for pure In and the resulting values of �0 and �, which
makes it possible to estimate the pairing constant �. Satisfac-
tory correlation is obtained for ��0.45. The dashed curves
correspond to the values ��0.4 and 0.5.

Let us consider the results of studies of the dependence
of Tc and the static conductivity on the Si concentration in
the amorphous alloys NbxSi1�x �Refs. 15, 16� and AuxSi1�x
�Refs. 19–21� close to the metal–insulator transition. As-
suming a disorder parameter proportional to the Si concen-
tration for these systems, so that (pFl)�1�1�x , we trans-
form Eq. �11� for the static conductivity close to the metal–
insulator transition to the form

���0
x�xc

1�x , �12�

where xc is the critical concentration �corresponding to Nb or
Au� at the metal–insulator transition point.

Approximating the experiment for the static conductivity
of the amorphous alloys NbxSi1�x and AuxSi1�x by Eq. �12�
makes it possible to estimate the characteristic conductivity
scale �0 and the critical concentration xc . Satisfactory cor-
relations �see the inset in Figs. 5 and 6� are obtained for the
following values of the parameters:

NbxSi1�x : �0�1963.9 ��•cm��1, xc�0.115;

AuxSi1�x : �0�2782.13 ��•cm��1, xc�0.14.

The graphs in Figs. 5 and 6 demonstrate the comparison
of our results with the experimental data for Tc as a function
of static conductivity � in the amorphous alloys NbxSi1�x
and AuxSi1�x , using the values of �0 shown above and the
following parameters: Tc0�9.26 K, �D�276 K, and
EF�6.18�104 K, ��D /EF��3.0�10�3 for pure Nb;
Tc0�Tc max�0.86 K, �D�170 K, and EF�6.42�104 K,

��D /EF��0.9�10�3 for AuxSi1�x . This comparison
makes it possible to estimate the pairing constant �. Assum-
ing a Coulomb repulsion constant of ��1 for these systems,
satisfactory correlation can be obtained with ��0.54 for
NbxSi1�x and with ��0.62 for AuxSi1�x .

Of course, these computations, which are based on the
BCS model, are oversimplified. A consistent approach to the
problem of computing the superconducting transition tem-
perature must be based on a solution of the Éliashberg equa-
tions and must use realistic models of the electron–electron
interaction.18 This is especially true of the results given
above for large values of the pairing constant �, which dem-
onstrate that superconductivity can exist in the insulating re-
gion. At the same time, we have not questioned the genesis
of the initial Tc0 in a pure system in this paper, but have been
occupied only with the question of how Tc depends on the
disorder. In this sense, the results can be qualitatively applied
in the strong bonding region. We should point out that it is
still necessary to more consistently take into account disor-

FIG. 4. Behavior of Tc as a function of static conductivity � for the amor-
phous alloy InOx . The inset shows the results of an approximation of the
data for the static conductivity � as a function of the disorder parameter
(pFl)�1.

FIG. 5. Behavior of Tc as a function of static conductivity � for the amor-
phous alloy NbxSi1�x . The inset shows the results of an approximation of
the data for the static conductivity � as a function of the Nb concentration.

FIG. 6. Behavior of Tc as a function of static conductivity � for the amor-
phous alloy AuxSi1�x . The inset shows the results of an approximation of
the data for the static conductivity � as a function of the Au concentration.
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der effects in the Coulomb-interaction matrix element, which
is associated with an additional Tc-degradation
mechanism.2–4 As was pointed out above, this paper has
taken into account only the effects of the formation of a
Coulomb pseudo-gap in the density of states. It is possible
that the satisfactory agreement with experiment obtained
above indicates that the effects of the variation of the density
of states play a dominant role in the Tc-degradation mecha-
nism, as was noted earlier �at the level of small corrections�
in Ref. 5.

This work was carried out with the partial financial sup-
port of the Russian Fund for Fundamental Research �Grant
96-02-16065� and also as part of Project IX.1 of the Statis-
tical Physics Program of the State Committee for Science
and Technology of Russia.
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The Ginzburg–Landau expansion and the slope of the upper critical field in
superconductors with anisotropic normal-impurity scattering
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We carry out the Ginzburg–Landau expansion for superconductors with anisotropic s and d
pairing in the presence of anisotropic normal-impurity scattering, which enhances the stability of d
pairing with respect to disordering. We find that the slope of the curve of the upper critical
field, �dHc2 /dT�Tc

, in superconductors with d pairing behaves nonlinearly as disorder grows: at
low scattering anisotropy the slope rapidly decreases with increasing impurity concentration,
then gradually but nonlinearly increases with concentration, reaches its maximum, and then rapidly
decreases, vanishing at the critical impurity concentration. In superconductors with anisotropic
s pairing, �dHc2 /dT�Tc

always increases with impurity concentration, finally reaching
the familiar asymptotic value characteristic of the isotropic case, irrespective of whether there is
anisotropic impurity scattering. © 1997 American Institute of Physics. �S1063-7761�97�01412-1�

1. INTRODUCTION

The problem of determining the type of Cooper pairing
is still occupying center stage in high-Tc superconductivity
studies. Most experiments and a number of theoretical
models1 indicate that the majority of high-Tc oxides have
dx2�y2-anisotropic pairing with the zeros of the gap function
lying on the Fermi surface. Other variants of anisotropic
pairing have also been proposed, e.g., the so-called aniso-
tropic s pairing,2,3 which also gives rise to zeros in the gap
function �but without a change in sign in the order param-
eter� or to minima in the gap function at the Fermi surface in
the same directions in the Brillouin zone as in the case of d
pairing �here, too, there are experimental indications that
verify this fact�. Borkovski and Hirschfeld4 and Fehren-
bacher and Norman5 pointed out that controlled injection of
normal impurities �disordering� can serve as an effective
method of experimentally distinguishing the above types of
anisotropic pairing, since it would lead to a markedly differ-
ent behavior of the density of states in these types of super-
conductor. In our previous paper �see Ref. 6� we found that
measuring the evolution of the slope of the curve of the
upper critical field, �dHc2 /dT�Tc

, as the degree of disorder
changes, at least in principle, serve the same purpose: in
superconductors with d pairing the magnitude of this slope
rapidly decreases with increasing disorder, while in the case
of anisotropic s pairing the slope of the field increases with
disorder, which is similar to the behavior in the isotropic
case.

Recently, Harań and Nagi7 examined an interesting
model with anisotropic impurity scattering. They found that
when the d-type scattering anisotropy is strong, the breaking
of d-type Cooper pairs decreases substantially because of
normal-impurity scattering, which in the isotropic case is de-
scribed by the well-known Abrikosov–Gor’kov formula for
magnetic impurities in a isotropic superconductor.4–6 Thus,
by allowing for anisotropic impurity scattering we can, at
least in principle, resolve one of the main problems of high-
Tc superconductor physics: the contradiction between the

clear indications that d pairing exists in high-Tc supercon-
ductors and the relative stability of such superconductors
with respect to disordering.8 This explanation of the remark-
able stability of high-Tc superconducting cuprates with re-
spect to disordering, if there is indeed d pairing in such cu-
prates, is not the only one �see, e.g., the explanation given in
Ref. 9�, but the simplicity of the model of Ref. 7 is appealing
and stimulates calculations of other characteristics of super-
conductors with ‘‘exotic’’ types of pairing, with allowance
for the possible role of anisotropic normal-impurity scatter-
ing. The present paper is a direct generalization of Ref. 6 to
this case. It will be shown that allowance for anisotropic
impurity scattering leads �in the case of d pairing� to striking
anomalies in the behavior of the slope of the curve of the
upper critical field as a function of the degree of disorder
�impurity concentration�. As in Ref. 6, we base our reasoning
on a microscopic derivation of the Ginzburg–Landau expan-
sion in the impurity system.

2. THE GINZBURG–LANDAU EXPANSION

Let us consider a two-dimensional electron system with
an isotropic Fermi surface and a separable Cooper-pairing
potential of the form4,5

V�p,p���V�� ,�����Ve���e����, �1�

where � is the polar angle determining the direction of the
electron momentum p in the highly conducting plane, and
for e(�) we adopt the simplest model:

e����� & cos�2�� �d pairing�,
&�cos�2��� �anisotropic s pairing�.

�2�

We assume, as usual, that the attraction constant V is
finite in a layer of thickness 2�c in the vicinity of the Fermi
level ��c is the characteristic frequency of the photons that
ensure the attraction of the electrons�. In this case the super-
conducting gap �the order parameter� has the form

��p��������e���, �3�
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where the positions of the zeros of the gap function at the
Fermi surface for the s and d cases coincide.

We take a superconductor containing ‘‘normal’’ �non-
magnetic� impurities that are distributed at random in space
with a concentration �. Following Harań and Nagi,7 we as-
sume that the square of the impurity scattering amplitude can
be written as

�V imp�p,p���2��V imp�� ,����2��V0�2

��V1�2 f ��� f ����, �4�

where V0 is the amplitude of isotropic point scattering, V1 is
the amplitude of anisotropic scattering, and the model func-
tion f (�) �depending on the same polar angle that defines
the direction of the electron momentum� determines the na-
ture of the anisotropic impurity scattering. We assume that
the scattering is ‘‘essentially’’ isotropic and introduce the
following constraints:7

�V1�2��V0�2, � f ��0, � f 2��1, �5�

where the angle brackets stand for averaging over the direc-
tions of momentum at the Fermi surface �the angle ��. Ac-
cordingly, the second term in �4� describes the deviations
from isotropic scattering.

The normal and anomalous Green’s functions in such a
superconductor are10

G�� ,p���
i�̃��p

�̃2��p
2���̃�p��2

,

F�� ,p��
�̃*�p�

�̃2��p
2���̃�p��2

, �6�

where ��(2n�1)�T ,

�̃�p����i�� dp�

�2��2 �V imp�p�p���2G�� ,p��,

�̃�p����p���� dp�

�2��2 �V imp�p�p���2F�� ,p��, �7�

and � is the electron energy measured from the Fermi level.
To find the transition, or critical, temperature Tc we can

restrict ourselves to the linear approximation in � in Eqs. �7�:

�̃���i�
N�0 �

2�

�� d��
0

2�

d���V0�2��V1�2 f ��� f �����
�̃

�̃2��2 ,

�̃����
N�0 �

2�

�� d��
0

2�

d���V0�2��V1�2 f ��� f �����
�̃

�̃2��2 .

�8�

The linearized equation for the gap function, which de-
termines the transition temperature Tc , is

��p���Tc�
�

� dp�

�2��2 V�p,p��
�̃�p��

�̃2��p�
2 . �9�

Applying standard methods to Eq. �9� and the renormaliza-
tion equations �8�, we arrive at an equation for the transition
temperature Tc in general form:

ln
Tc

Tc0
���e�2��e f �2�1 ���� 1

2 �
�0

2�Tc
���� 1

2 � �
��e f �2��� 1

2 ���� 1
2 �

�0

2�Tc
� 1�

�1

�0
� � � ,

�10�

where Tc0 is the transition temperature in the absence of
impurities, �(x) is the logarithmic derivative of the gamma
function, �0���V0

2N(0) and �1���V1
2N(0) are, respec-

tively, the isotropic and anisotropic scattering frequencies,
and �e f �2 determines the overlap of the functions e(p) and
f (p).

For simplicity we select the function f (p) in a form
similar to �2�:

f �p�� f ����& cos�2��, �11�

which ensures a maximum overlap in the d case. A more
general approach can be found in Ref. 7. We can now write
the renormalization equations �8� as follows:

�̃���i
�0

� � d�
�̃

�̃2��2

�i
�1

�2 cos�2��� d�� d�� cos�2���
�̃

�̃2��2 ,

�̃���i
�0

� � d�
�̃

�̃2��2

�i
�1

�2 cos�2��� d�� d�� cos�2���
�̃

�̃2��2 .

�12�

FIG. 1. Tc as a function of the disorder parameter �0 /Tc0 . The dashed
curve corresponds to the case of s pairing and the solid curves, to the case
of anisotropic d pairing for the following values of �1 /�0 : curve 1, 0.0;
curve 2, 0.3; curve 3, 0.5; curve 4, 0.6; curve 5, 0.7; curve 6, 0.8; curve 7,
0.9; and curve 8, 0.95.
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This yields the well-known expression for the renormalized
frequency in both cases of interest:

�̃����0 sgn � . �13�

In the case of d pairing the symmetry of the gap function
in the presence of impurities does not change:

�̃��
��̃�

��̃���1
. �14�

When there is s pairing, the gap is renormalized by a con-
stant independent of the angle � and the frequency �1 :

�̃����0
2&�0

����
. �15�

As a result, the equation for Tc in a superconducting with d
pairing becomes

ln
Tc

Tc0
��� 1

2 ���� 1
2 �� 1�

�1

�0
� �0

2�Tc
� . �16�

For a superconductor with anisotropic s pairing we have

ln
Tc

Tc0
�� 1�

8
�2� ��� 1

2 �
�0

2�Tc
���� 1

2 � � . �17�

Note that in Eq. �17� there is no dependence on the aniso-
tropic scattering rate.

Figure 1 plots Tc vs. �0 /Tc0 for the case of d pairing for
different values of �1 /�0 . For an s-type superconductor the
transition temperature Tc becomes weakly suppressed as
�0 /Tc0 increases. For a d-type superconductor the transition
temperature Tc at small values of �1 becomes suppressed
very rapidly, but as �1 /�0 increases, the critical value
�0c /Tc0 at which superconductivity disappears rapidly in-
creases.

As usual, for the order parameter in which the free en-
ergy is expanded we take the gap function. Here we assume
that the amplitude �(T) is a slowly varying function of po-
sition. In momentum space we have the following Fourier
transfer of the order parameter:

��� ,q ���q�T �e���. �18�

The Ginzburg–Landau expansion for the difference of
free energies of the superconducting and normal states has
the following form �accurate to within terms quadratic in �
in the region of small values of q�:

Fs�Fn�A��q�2�q2C��q�2; �19�

it is determined by the diagrams �see Fig. 2� of the loop
expansion for the electron free energy in the order-parameter

FIG. 2. The diagrammatic representation of the Ginzburg–
Landau expansion. The electron lines are ‘‘dressed’’ by
impurity scattering; � is the vertex part of the impurity
scattering calculated in the ladder approximation. The dia-
grams �c� and �d� are calculated for q�0 and T�Tc , and
p��p�q/2.

FIG. 3. The dimensionless coefficient KA /KA0 as a function of the disorder
parameter �0 /Tc0 . The dashed curve corresponds to the case of s pairing
and the solid curves to the case of anisotropic d pairing, for the following
values of �1 /�0 : curve 1, 0.0; curve 2, 0.4; curve 3, 0.6; curve 4, 0.7; curve
5, 0.8; curve 6, 0.9; and curve 7, 0.95.

FIG. 4. The dimensionless coefficient KC /KC0 as a function of the disorder
parameter �0 /Tc0 . The dashed curve corresponds to the case of s pairing
and the solid curves to the case of anisotropic d pairing, for the following
values of �1 /�0 : curve 1, 0.0; curve 2, 0.4; curve 3, 0.6; curve 4, 0.7; curve
5, 0.8; curve 6, 0.9; and curve 7, 0.95.
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fluctuation field with a small wave vector q. Subtraction of
the diagrams �c� and �d� guarantees that the coefficient A
vanishes at the transition point T�Tc . In Appendices A and
B we give the details of calculations of, respectively, the
vertex part �pp� and the Ginzburg–Landau coefficients for a
d-type superconductor. Note that for d-type superconductors
the ‘‘diffusion’’ renormalization due to the diagrams of type
�b� and �d� is zero to within terms quadratic in q , provided
that the anisotropy of impurity scattering is ignored. For an
s-type superconductor the calculations are similar, but here
there is no dependence on the anisotropic component of the
scattering.

As a result, the Ginzburg–Landau coefficients can be
written as

A�A0KA , C�C0KC , �20�

where A0 and C0 are the usual expressions for isotropic s
pairing:11

A0�N�0 �
T�Tc

Tc
, C0�N�0 �

7��3 �

48�2
vF

2

Tc
2 ; �21�

here vF and N(0) are the electron velocity and the density of
states at the Fermi surface. All properties of the models are
contained in the dimensionless coefficients KA and KC . In
the absence of impurities we have KA

0 �1 and KC
0 �3/2 in

both models. For a system with impurities we have the fol-
lowing.

�A� d pairing:

KA�
�0

4�Tc
�

��c

�c d�

�

��
��

�

d�
���

��2��0
2�cosh2� ���

2Tc
� �

�1�2�0��1�

4Tc

��
��

�

d�
�2

��2��0
2���2���0��1�2�cosh2� �

2Tc
� ,

�22�

KC�
3�Tc

7��3 ��1
� 2�Tc

�1
��� 1

2 �
�0��1

2�Tc
�

��� 1
2 �

�0

2�Tc
� ����� 1

2 �
�0��1

2�Tc
� � ; �23�

�B� anisotropic s pairing:

KA�
�0

�Tc � 1
4 �

��c

�c d�

�

��
��

�

d�
���

��2��0
2�cosh2� ���

2Tc
� �

2�0

�

��
��

�

d�
1

��2��0
2�cosh2� �

2Tc
� � , �24�

KC��
3��2�8 �

28�2��3 �
��� 1

2 �
�0

2�Tc
�

�
24�2

7��3 ��0
2

Tc
2

��2�8 ��2 ln
Tc

Tc0
�

6�

7��3 �

Tc

�0
. �25�

The results of numerical calculations of the dimensionless
coefficients as functions of the parameter �0 /Tc0 in the case
of d pairing for different values of �1 /�0 are depicted in
Figs. 3 and 4.

3. THE UPPER CRITICAL FIELD

As is well known,11 the behavior of the Ginzburg–
Landau coefficients A and C determines the temperature de-
pendence of the upper critical magnetic field near Tc :

Hc2�
�0

2��2�T �
��

�0

2�

A
C , �26�

where �0�c�/e is the magnetic flux quantum, and �(T) is
the temperature-dependent coherence length. From this we
can easily find the slope of the curve representing the tem-
perature dependence of Hc2 near Tc , i.e., the temperature
derivative of the field:

� dHc2

dT �
Tc

�
24��0

7��3 �vF
2 Tc

KA

KC
. �27�

For an s-type superconductor the slope of the curve of the
upper critical field is independent of the anisotropic scatter-
ing. Figure 5 depicts the dependence of the dimensionless
parameter h��dHc2 /dT�Tc

/�dHc2 /dT�Tc0
on the disorder

parameter �0 /Tc0 in the case of d pairing for different values
of �1 /�0 . In the case of anisotropic s pairing, the slope of
the curve of the upper critical field increases with disorder

FIG. 5. The normalized slope of the curve of the upper critical field,
h��dHc2 /dT�Tc

/�dHc2 /dT�Tc0
, as a function of the disorder parameter

�0 /Tc0 . The dashed curve corresponds to the case of s pairing and the solid
curves to the case of anisotropic d pairing for the following values of
�1 /�0 : curve 1, 0.0; curve 2, 0.4; curve 3, 0.5; curve 4, 0.6; curve 5, 0.7;
curve 6, 0.8; curve 7, 0.9; and curve 8, 0.95.
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as usual,6 and in the strong scattering limit, �0�Tc , the
dependence of h on �0 becomes linear and the slope is given
by the well-known Gor’kov formula12

�

N�0 �
� dHc2

dT �
Tc

�
8e2

�2 �0 , �28�

where ��N(0)e2vF
2 /3�0 is the electron conductivity in the

normal phase with isotropic s pairing, characteristic of ordi-
nary dirty superconductors. Hence strong disorder suppresses
the anisotropy of the gap, and we pass to the usual limit of a
dirty superconductor.

In the case of d pairing, the slope of the curve of the
field Hc2 for small values of �1 /�0 rapidly drops to zero on
the scale �0�Tc0 . In the interval 0.5��1 /�0�0.6 the be-
havior of the slope changes dramatically: first h increases
slowly but nonlinearly with �0 /Tc0 , then it passes through a
maximum, and then rapidly drops. The length of the section
where the slope grows rapidly increases as �1→�0 . We be-
lieve that such strong anomalies in the way the slope of the
curve of the upper critical field depends on the disorder pa-
rameter can be used to determine the pairing type and the
possible role of anisotropic scattering in unusual supercon-
ductors. Unfortunately, in the case of high-Tc superconduct-
ing systems the situation is complicated by the well-known
nonlinearity of the temperature dependence of Hc2 , a feature
observed in a broad temperature range starting at Tc , and by
a certain indeterminancy in the experimental methods used
to determine Hc2 .

The present work was partially supported by the Russian
Fund for Fundamental Research �Project 96-02-16065�, by
the Statistical Physics State Program �Project IX.1�, and by
the High-Tc Superconductivity State Program of the Russian
Ministry of Science �Project 96-051�.

APPENDIX A: CALCULATION OF THE VERTEX PART �pp�
IN THE LADDER APPROXIMATION

The Bethe–Salpeter equation for the vertex part is

�pp��U�p,p����
p�

U�p,p��GR�p��GA�p���p�p� ,

�A1�

where U(p,p�) is the irreducible vertex part. We take
U(p,p�) in the form �the ladder approximation�

U�p,p����V0
2��V1

2 f �p� f �p��. �A2�

Then Eq. �A1� can be written as follows:

�pp���V0
2��V1

2 f �p� f �p����V0
2��p��

��V1
2 f �p���p��, �A3�

where

��p����
p�

GR�p��GA�p���p�p� ,

��p����
p�

f �p��GR�p��GA�p���p�p� . �A4�

From �A3� we can obtain a self-consisted system of equation
for the functions �(p�) and �(p�):

� ��p����V0
2I1��V1

2 f �p��I2��V0
2I1��p����V1

2I2��p��,
��p����V0

2I2��V1
2 f �p��I3��V0

2I2��p����V1
2I3��p��,

�A5�

where

I1��
p

GR�p�GA�p�,

I2��
p

f �p�GR�p�GA�p�,

I3��
p

f 2�p�GR�p�GA�p�. �A6�

Solving the system of equations �A5�, we arrive at expres-
sions for �(p�) and �(p�) and hence for the vertex part:

�pp��
�V0

2�1��V1
2I3��V1

2 f �p��I2���V1
2� f �p� f �p���1��V0

2I1���V0
2 f �p�I2�

�1��V0
2I1��1��V1

2I3���V0
2�V1

2I2
2 . �A7�

APPENDIX B: THE GINZBURG–LANDAU COEFFICIENTS

The diagram �a� in Fig. 2 corresponds to

�
T

�2��2 �q
2�

�
� dp2 cos2�2��G��p��G���p���

��q
2TN�0 ��

�
� d�

�̃2��2

��q
2q2

N�0 ��vF
2 Tc

8 �
�

1

��̃�3
. �B1�

The diagram �c� in Fig. 2 corresponds to

�
T

�2��2 �q
2�

�
� dp2 cos2�2��G��p�G���p��
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��q
2TcN�0 ��

�
� d�

�̃2��2 . �B2�

The diagram with a ‘‘diffuson’’ �Fig. 2b� yields

�T�
�

�
pp�

& cos�2��GR�p��GA�p���pp�

��2 cos�2���GR�p�� �GA�p�� �. �B3�

If we take �A6� and �A7� into account, Eq. �B3� becomes

�TN�0 ���1�
�

� 1

��̃�� ��̃���1�
�

vF
2 �2��̃���1�q2

8��̃�3� ��̃���1�2� .

�B4�

Note that when there is no anisotropic scattering component,
for d-type superconductors the diffusion renormalization due
to the diagrams of the type depicted in Fig. 2c is zero to
within terms quadratic in q .

Reasoning along similar lines, we arrive at an expression
corresponding to the diagram �d� in Fig. 2:

�TN�0 ���1�
�

1

��̃�� ��̃���1�
. �B5�

Writing the expression for Fs�Fn and separating out the
coefficients of q raised to the zeroth power and of q2, we can
obtain the expressions for the corresponding Ginzburg–
Landau coefficients.
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Combinatorial analysis of Feynman diagrams in problems with a Gaussian random field
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We construct an algorithm for calculating the generating function for the number of skeleton
graphs of the irreducible self-energy and vertex parts in the diagram technique for
problems with a Gaussian random field. The exact recursion relation, defining the number of
graphs in any order of perturbation theory, and the asymptotics in the high-order limit are found.
The results obtained are applied to an analysis of the problem of an electron in a Gaussian
random field with a white-noise correlator. A closed integral equation for the one-electron Green’s
function, the kernel of which is determined by the generating function, can be constructed
in the approximation of equal skeleton graphs for the self-energy part in a given order of
perturbation theory. An analysis shows that the approximation considered gives a
qualitatively correct description of the tail of the state density in the region of negative energies
and, probably, is fully applicable in the most interesting region of strong scattering near
the edge of the original band where the asymptotics of the Green’s function and the state density
can be determined in the limit of infinitely strong scattering. © 1998 American Institute of
Physics. �S1063-7761�98�02102-7�

1. INTRODUCTION

Methods of summing Feynman diagrams are widely
used in the consideration of a broad class of problems in
theoretical physics in which the propagation of elementary
perturbations �or quasiparticles� in statistically random fields
created by an inhomogeneity is investigated. The simplest
example of such a system is an electron propagating in a
system of impurity atoms. It was precisely for this problem
that the diagram technique to be considered in this paper was
first formulated.1,2 A similar technique is used in considering
problems of statistical radiophysics and optics associated
with the propagation of electromagnetic waves in disordered
media.3 The equivalent mathematical approach is applicable
for a number of problems in the theory of critical phenomena
in disordered systems,4 in the problem of a polymer chain
with an excluded volume and other problems in the physics
of polymer systems.5 Exactly the same diagram technique
describes the regular model of critical phenomena with a
zero-component order parameter.4

Information about the combinatorial analysis of graphs,
i.e., about the number of diagrams of a given type in a given
order of perturbation theory, is extremely useful in consider-
ing problems associated with the summation of Feynman
diagrams. In this paper we will investigate in detail the ques-
tion of the combinatorial analysis of diagrams in the above-
mentioned class of problems.

2. GENERATING FUNCTION OF SKELETON DIAGRAMS:
RECURSION RELATION

To be specific we will discuss the problem of an electron
with energy E and momentum p, propagating in a Gaussian
random field �a system of random impurities�.1,2 The average

one-particle Green’s function is defined by the diagram se-
ries shown in Fig. 1a. This expansion is reduced in the usual
fashion to the Dyson form:

G�E ,p ��
1

E��p���E ,p �
, �1�

where �p�p2/2m is the spectrum of a free electron, and the
eigen-energy part �(E ,p) is determined by the skeleton
graphs of Fig. 1b, in which the interior electron line repre-
sents the total �or dressed� Green’s function G(E ,p).

The total number of graphs in the Nth order of perturba-
tion theory in the expansion of Fig. 1a, as it is easy to see, is
equal to

GN��2N�1 �!!�
�2N�1 �!

2N�1�N�1 �! , �2�

this is determined simply by the number of methods of con-
necting 2N vertices by N impurity lines. The problem of
determining the analogous number of graphs �N in the ex-
pansion of Fig. 1b is much more complicated, and as far as
we know there is no exact answer in the literature. The
simple inequality

�2N�1 �!!��N��2N�3 �!!, �3�

was found in Ref. 6, which only gives a fairly rough estimate
of the quantity �N . As we will see, the problem can be
solved exactly. This follows directly from the exact solution
of the problem of an electron in a random potential V(r)
�V , where the quantity V does not depend on the spatial
coordinate r but has a Gaussian distribution with width
�V2��W2. It is natural that in this case the diagram tech-
nique has the standard form of Fig. 1, and each line of im-
purity interaction transfers zero momentum, i.e., it corre-
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sponds �in the momentum representation� to the correlator
(2�)dW2�(q) �d is the dimensionality of space�.7,8 All con-
tributions of the same order in the expansion of Fig. 1a turn
out to be the same, and the series for the Green’s function is
represented in the form7

G�E ,p ��G0�E ,p �� 1� �
N�1

�

�2N�1 �!!G0
2N�E ,p �W2N� .

�4�

Then through the use of the representation

�2N�1 �!!�
1

�2�
�

��

�

dt t2N�2e�t2/2 �5�

the series �4� is easily summed and we obtain1�

G�E ,p ��
1
W �� 1

WG0�E ,p � � , �6�

where the function

��z ���
1

�2�
�

��

�

dt e�t2/2 1
t�z , �7�

has been introduced.
Let us consider the self-energy part, corresponding to the

Green’s function �6�. Since the addition of an impurity line
leads in this problem simply to the additional multiplier
W2G2, the self-energy part defined by the expansion of Fig.
1b can be written in the form

��Q�W2G2�W2G , �8�

where Q(x) is some function. We will see that this function
is the generating function of the number of skeleton graphs
for the self-energy part, i.e., its Taylor series expansion co-
efficients give the desired numbers �N .

Let us write the Dyson equation for the problem being
considered:

G�G0�G0�G�G0�1�Q�W2G2�W2G2�. �9�

Introducing z�(WG0)�1 and y�W2G2, we obtain the
following parametric representation of Q(y) from Eqs. �6�
and �9�:

1�yQ�y ��z��z ��z�y ,

y��2�z �. �10�

This representation of the function Q is rather inconvenient.
Let us show that a differential equation can be obtained for
it. It is easy to prove that the function �(z) satisfies the
usual dispersion relation2�

Re ��z ��
1
� �

��

�

dt
Im �� t �

t�z ,

1
�

Im �� t ���
1

�2�
e�t2/2, �11�

from which it follows immediately that �(z) satisfies the
differential equation

d�

dz �1�z� �12�

with the initial condition

��z��i0 ���i��/2 . �13�

Differentiating the first equation in �10� with respect to y , we
obtain

dz
dy �

1
2 y�3/2� 2y2 dQ�y �

dy �yQ�y ��1� . �14�

Differentiating the second equation in �10� with respect to z
and using Eq. �12�, we have

dy
dz �2��z �

d��z �

dz �2��z ��1�z��z ��

��2y3/2Q�y �. �15�

By equating Eqs. �14� and �15�, we obtain a nonlinear dif-
ferential equation for Q(y):

dQ�y �

dy �
1

2y2 �1�Q�1�y ��y�Q ��y ��. �16�

Using Eqs. �10� and �13�, we obtain y��2(z)�z��i0
���/2, so that

Q� �
�

2 ��
z��z ��1

7 �
z��i0

�
2
�

, �17�

FIG. 1. Diagram series for average one-electron Green’s
function �a� and self-energy part �b�. Dashed line corre-
sponds to mean-square correlator of random field, G0 is the
free Green’s function.
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which is the initial condition for Eq. �16�. Note that the point
Q(0)�1, with an obviousness that follows from the diagram
representation for �, is a singular point for Eq. �16� and
cannot serve as the initial condition.

Equation �16� can be rewritten in a form that is more
convenient for further analysis

Q�y ��1�y
d
dy yQ2�y �. �18�

We are interested in the Taylor series expansion of Q(y):

Q�y �� �
n�0

�

anyn. �19�

Since the number of skeleton diagrams of Nth order for the
self-energy part is simply the coefficient for W2N in the se-
ries expansion of � in powers of W2, it is easy to see that Eq.
�8� gives the desired �N in the form

�N�aN�1 . �20�

This also means that the function Q(y) is the generating
function for the combinatorial factors �N of interest to us.

The substitution of Eq. �19� into �18� leads to the follow-
ing recursion relation for the coefficients an :

an�n �
m�0

n�1

aman�1�m , �21�

where a0�1. It follows directly from a0�1 that Q(0)�1. It
is precisely in this sense that this point is singular—the rela-
tion Q(0)�1 is satisfied for any initial conditions for which
Eq. �18� has a solution.

From Eq. �21� it is easy to find the an values for small n;
the corresponding results are listed in Table I.

By knowing the combinatorial analysis of the diagrams
for the self-energy part, we can easily reproduce the combi-
natorial analysis for the two-particle Green’s function—both
for the total vertex part � and for the irreducible vertex U ,
the diagram expansion for which is given in Fig. 2. Actually,
the self-energy part � is related to the total vertex � by the
equation represented graphically in Fig. 3. For a problem
with zero transferred momentum7,8 this equation has the
form

��W2G�1�G2��. �22�

Therefore, for the number of Nth-order diagrams in the total
vertex �N we obtain immediately

�N��N�1�aN . �23�

Thus, the function Q(y) is also the generating function for
the number of diagrams of the total vertex part.

The number of Nth-order diagrams for the irreducible
vertex UN can easily be obtained if it is noted that a break of
any of the 2N�1 interior Green’s lines in the diagram for
the Nth-order self-energy part generates the corresponding
diagram for the Nth-order contribution to the irreducible ver-
tex U �Fig. 4�. Therefore,

UN��2N�1 ��N��2N�1 �aN�1 . �24�

In the Appendix we rederive the differential equation
�18� for the generating function Q(y) using only the Bethe–

FIG. 2. Diagram series for the total vertex part � �a�, for the irreducible
vertex U �b�, and the Bethe–Salpeter equation interrelating � and U �c�.

TABLE I.

N �N�aN bN�aN /(2N�1)!! �N�aN�1 UN�(2N�1)aN�1

1 1 0.3333 1 1
2 4 0.2667 1 3
3 27 0.2571 4 20
4 248 0.2624 27 189
5 2830 0.2722 248 2232
6 38232 0.2829 2830 3120
7 593859 0.2930 38232 497016
8 10401712 0.3019 593859 8907885
9 202601898 0.3158 10401712 176829104

10 4342263000 0.3211 202601898 3849436062

N�1
1
e �1�

5
4N��2N�1�!!

1
e �1�

5
4N� 1

e �1�
5

4N��2N�1�!!
1
e �1�

9
4N��2N�1�!!

FIG. 3. Equations relating the eigen-energy part to the total vertex.
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Salpeter equation, which relates U to �, and the Ward iden-
tity, without using the explicit form of the Green’s function
�6�.

3. ASYMPTOTICS FOR THE NUMBER OF DIAGRAMS FOR
LARGE N

In the high-order limit N�1 it becomes inconvenient to
use the recursion relation �21� in view of the factorial in-
crease in the number of diagrams.6 At the same time the very
fact of factorial growth can be used for a considerable sim-
plification of the problem. We rewrite Eq. �21� in the form

an�na0an�1�na1an�2�na2an�3� . . . , �25�

where a0�1, a1�1, a2�4. It is natural to assume that in the
limit of large n we have an�(2n��)an�1 ; then an�2
�an�1 /(2n�2��), etc. The substitution of these expres-
sions into Eq. �25� immediately gives ��1 and

an�� 2n�1�O� 1
n � � an�1 . �26�

This means that in the limit of large n we have an�(2n
�1)!! We define bn as

bn�
an

�2n�1 �!! . �27�

Substituting Eq. �27� into �21�, we obtain a recursion relation
for bn :

bn�n �
m�0

n�1
�2m�1 �!!�2n�2m�1 �!!

�2n�1 �!! bmbn�1�m ,

�28�

and b0�1. In the limit of large n and taking into account
b1�1/3, b2�4/15, which limits the accuracy to the order of
b/n2 �where b�bn�bn�1�bn�2�bn�3�, we obtain

�bn�bn�bn�1�
5
4

bn�1

n2 �O� b
n3� . �29�

Thus, in the limit of large n we can write the following
differential equation for bn :

dbn

dn �
5
4

bn

n2 �O� b
n3� , �30�

from which it immediately follows that

bn�b exp� �
5
4

1
n �O� 1

n2� ��b� 1�
5
4

1
n �O� 1

n2� � .

�31�

Of course, on the basis of such an analysis it is impossible to
determine the constant b�lim bn as n→� . A numerical

analysis of the behavior of bn using the recursion relation
�28� completely corroborates the relationship �31� �see Fig.
5� and gives b�1/e�0.36787944... �Calculations were car-
ried out up to n�5000, which ensures the stated accuracy.�
We know of no analytical method for obtaining this curious
result.

Finally, the asymptotics of the number of diagrams of
different types for large N have the form3�

�N�aN�1�bN�1�2N�1 �!!

�
1
e � 1�

5
4

1
N �O� 1

N2� � �2N�1 �!!

�
1

��e
� 1�

5
4

1
N �O� 1

N2� � 2N�� N�
1
2 � ,

�32�

�N�aN�
1
e � 1�

5
4

1
N �O� 1

N2� � �2N�1 �!!

�
1

��e
� 1�

5
4

1
N �O� 1

N2� � 2N�1�� N�
3
2 � , �33�

UN��2N�1 �aN�1�
1
e � 1�

5
4

1
N �O� 1

N2� � �2N�1 �

��2N�1 �!!�
1
e � 1�

9
4

1
N �O� 1

N2� � �2N�1 �!!

�
1

��e
� 1�

9
4

1
N �O� 1

N2� � 2N�1�� N�
3
2 � . �34�

It is interesting to note that

�N

GN
�bN�1�

1
e � 1�

5
4

1
N �O� 1

N2� �→ 1
e , �35�

UN

�N
�1�

1
N �O� 1

N2�→1. �36�

FIG. 4. Breaking of any of 2N�1 interior lines of the Green’s function in
Nth-order skeleton diagram for self-energy part produces corresponding dia-
gram for U .

FIG. 5. Behavior of bn with increase in n . Points correspond to bn values
obtained from recursion relation �28�, the curve corresponds to the
asymptotic dependence e�1(1�5/4n), the dashed line corresponds to the
asymptotic function 1/e .
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Table I summarizes the principal results for the number of
graphs of different types.

4. ELECTRON IN GAUSSIAN RANDOM FIELD WITH WHITE-
NOISE CORRELATOR

As an example of the practical use of the results obtained
above let us consider the problem of an electron in a Gauss-
ian random field with a white-noise correlator when the im-
purity interaction line corresponds to the expression1,2,9

��p1 ,p2 ,p3 ,p4��W2��p1�p2�p3�p4�, �37�

where W2��V2, � is the density of impurity atoms, and V is
the Born amplitude of scattering at a point impurity. It is
well-known that the principal difficulties in this problem
arise at energies defined by the condition9

�E����E � or �E��Esc , �38�

where �(E)���V2N(E) is the Born damping �N(E) is the
state density, corresponding to the energy E�, Esc
�md/(4�d)(�V2)2/(4�d) is the characteristic size of the criti-
cal region near the band edge, where strong scattering arises.
These difficulties are associated primarily with the impossi-
bility of selecting a particular dominant sequence of Feyn-
man diagrams similarly to what is done in the weak scatter-
ing region4�

E��(E), E�Esc .1,2 Actually, all diagrams for the self-
energy part are of the same order in the �E��Esc region and
must be taken into account.

The perturbation theory series for the self-energy part is
shown in Fig. 1b in terms of skeleton graphs. By means of
simple variable replacements one can show that all third-
order graphs in this expansion are equal to one another �dia-
grams of Fig. 1b �1–4��. Although this equality breaks down
in even the next order, it is reasonable to formulate an ap-
proximation in which it is assumed that all graphs of this
type are equal in each order of perturbation theory. Such an
approximation should give satisfactory results primarily in
the critical region �E��Esc , where all contributions have at
least the same order of magnitude. We choose as the base
graph in each order the maximally intersecting type shown in
Fig. 6a. The sequence of interaction lines entering into it for
systems that are invariant with respect to time reversal can be
transformed into a ladder, as shown in Fig. 6b. Then the
complete series for the self-energy part in our approximation
is represented in the form

��p �� �
n�1

�

W2�n�
p1

�
p2

�W2G�p1�p2�p�G

���p2��n�1G�p1�

��
p1

W2Q�W2�
p2

G�p1�p2�p�G�p2��G�p1�,

�39�

where the definitions �19� and �20� were used, as well as the
property G(p)�G(�p) in an isotropic system. Correspond-
ingly, we obtain the closed equation for the average one-
particle Green’s function in the form

G�1�p ��G0
�1�p ��W2�

q
Q�W2�

p1
G�p1�q�

�G�p1��G�p�q�, �40�

where G0
�1(p)�E�p2/2m . The entire nontrivial part of the

problem being considered is now expressed by means of the
generating function Q(y), which determines the kernel of
the complex nonlinear integral equation �40�. Restricting
consideration to the first term of the expansion �19� gives
Q�1, and Eq. �40� reduces to the standard problem of sum-
ming nonintersecting graphs.1,2 An obvious advantage of the
result �40� compared with the standard approach,1,2 based on
identifying the dominant sequence of diagrams �for example,
taking account of only the first graph in Fig. 1b�, is that it
formally accounts for all diagrams, which is done, however,
in the approximation that all skeleton graphs for the self-
energy part are equal in a given order of perturbation theory.

Equation �40� is an extremely complicated nonlinear in-
tegral equation and cannot be solved in general form, and
what is more we do not know the general form of the func-
tion Q(y) �which, moreover, enters into Eq. �40� as a func-
tion of a complex argument�. We will restrict ourselves be-
low to some qualitative analysis of the consequences arising
from Eq. �40�. We write Eq. �40� in compact form as

G�1�p ��G0
�1�p ��W2Q�W2G � G� � G , �41�

where the generalized product �or convolution� of functions

F � ���
p

F�p�q���p�, �42�

has been introduced, and we return to the system of Eqs. �10�
which define the function Q parametrically. The second
equation in �10� is now written as

G � G�
1

W2 �2�z �. �43�

We saw above that z�W�1G0
�1 holds in the problem with

zero transferred momentum. Let us examine the limit W
→0 in Eq. �43�. Then the left side of Eq. �43� is reduced to

FIG. 6. �a�—base graph used in constructing approximation for
eigen-energy part, �b�—expanded sequence of maximally inter-
secting graphs gives ladder in the case of system invariance with
respect to time reversal operation.
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G0 � G0 , and on the right side one can assume, by analogy
with the problem with zero transferred momentum, z
�W�1 and can use the asymptotic form �(z)�1/z for �z�
�1. There is some error here since the exact form of �(z) is

��z ��R�z ��i��

2 e�z2/2, �44�

where an asymptotic expansion of the form

R�z ��e�z2/2�
0

z
et2/2dt�

1
z �

1
z3 �

3
z5

� . . .� �
�

4 �arg z�
�

4 � . �45�

exists for R(z). We use the asymptotic form �(z)�1/z ,
which is not completely true, but the results obtained by
using this approximation are corroborated in a more rigorous
but much more lengthy analysis. Thus, in the limit
W→0 Eq. �43� reduces to

G0 � G0�
1

W2z2 or z�
1�O�W2�

W�G0 � G0
. �46�

Correspondingly, in the limit W→0 we can write

G � G�
1

W2 �2� 1

W�G0 � G0
� . �47�

in place of �43�. Let us consider the energy region E�0,
where the fluctuational tail of the state density arises.9,10 In
this case we have z�Re from Eq. �46�. By means of Eqs.
�44� and �46� we obtain

G � G�G0 � G0�i
2
W ��

2
�G0 � G0

�exp� �
1

2W2G0 � G0
� , �48�

from �47�, where, as we now see, the second term also pro-
duces a fluctuational tail of the state density. Using

�
q

G � G��
p

�
q

G�p�q�G�p��� �
p

G�p � � 2

.

we obtain immediately from Eq. �48� the state density in the
form

N�E ���
1
� �

p
Im GR�E ,p �

�
1

�2�W

�q�G0 � G0 exp��1/�2W2G0 � G0��

��pG0�E ,p ��
.

�49�

Thereafter everything is determined by the specific form of
G0 � G0 in spaces of different dimension.

In the one-dimensional (d�1) case all of the integrals
entering into Eq. �49� are calculated exactly. After rather
involved but fairly elementary calculations we obtain

N�E ��
1

2�
�2m

�E�
exp� �&

�E�3/2

m1/2W2� . �50�

The argument of the exponential in Eq. �50� differs from the
known exact result of Halperin11 �see also Chapter 11 in Ref.
10� by the absence of a 4/3 multiplier. The pre-exponential
function in Eq. �50� also differs from the exact, which is
��E�/W2.11 Nevertheless, the behavior of the state density
tail is reproduced quite satisfactorily in a qualitative sense in
our approximation. In this regard let us recall the widespread
notion that the state density tail cannot be obtained at all
from perturbation theory.

Analogous �but still approximate� calculations of the
state density using Eq. �49� for d�3 yield

N�E ��exp� �&
�E�1/2

m3/2W2� . �51�

Here the exponential once more coincides with the known
result of the nonperturbative instanton approach within the
accuracy of a constant.9,12–14 The pre-exponential multiplier,
omitted in Eq. �51�, following from Eq. �49�, does not coin-
cide with any of the known versions obtained in the cited
papers. Nevertheless, the result �51� for the dominant expo-
nent is also quite satisfactory despite the approximate char-
acter of Eq.5� �40�.

An analysis of the consequences of Eq. �40� in the
strong-coupling region,9 defined by condition �38�, i.e., in the
vicinity of the edge of the initial band where a transition
from spatial to localized states occurs, is of special interest.
There is every basis for assuming that in this region the
approximation of equal contributions to the self-energy part
in a given order of perturbation theory can turn out to be
good simply because of the known fact that they are equal in
order of magnitude. A strong condition of the type �38�,
obviously, is equivalent to passing to the limit W→� . In this
limit in the zeroth approximation one can ignore in Eq. �41�
the first term on the right side compared with the second and
can write

G�1�p ���W2Q�W2G � G� � G . �52�

We see that this corresponds to the limit z��i0 in Eq. �43�
for y���/2 in Eq. �10�. In this case Eq. �43� is reduced to

W2G � G���z��i0 ����/2, �53�

and we have from Eq. �17�

Q�W2G � G��2/� . �54�

The formal solution of Eq. �53� has the form

G��i��

2
1

W�N
, �55�

where N ��p1 is the number of states in the band. It is easy
to see that this equation is satisfied by the direct substitution
of Eqs. �55� and �54� into �52�. Thus, in a first approximation
in the limit W→� one can write the Green’s function �41� in
the form
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G�p ��
1

G0
�1�p ���2/��W2�pG�p �

, �56�

which agrees surprisingly well with the result of the self-
consistent Born approximation �the first diagram in Fig. 1b
or Fig. 3�1,2 to within the redundant multiplier 2/� . Equation
�56� leads in an obvious manner to the state density of the
Born approximation N0(E), which practically coincides for
d�3 with the state density of the free electron model �with a
one-loop displacement of the band edge taken into account�.
Figure 7 shows a comparison of the results following from
Eq. �56� for the state density in a one-dimensional (d�1)
system with the exact Halperin result,11 demonstrating satis-
factory agreement of these results in the strong-coupling re-
gion �E��Esc�m1/3W4/3, the width of which increases with
an increase in W . It must be pointed out that although the tail
of the state density is suppressed with an increase in W �see
Eq. �50��, the intermediate region where �E��Esc increases.

It is possible that a result of the form �56� makes it
possible to justify qualitatively using the simplest Born ap-
proximation for the one-electron Green’s function in ap-
proaches such as the self-consistent localization
theory9,15—the mobility threshold occurs in the strong-
coupling region �E��Esc �38�, where the approximation �56�
turns out to be quite satisfactory and the Green’s function
actually has the simple Born form.
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also carried out within the framework of Project IX.I of the
Statistical Physics Government Program of the Russian Min-
istry of Science. The authors are grateful to A. I. Posazhen-
nikova for assisting with the numerical calculations.

APPENDIX

Let us derive Eq. �18� for the generating function Q(y)
without using the explicit form of the one-particle Green’s

function �6�. In problems with zero momentum transfer mo-
mentum the Bethe–Salpeter equation of Fig. 2c has the form

��U�UG2� , �A1�

so that

��
U

1�UG2 . �A2�

Using Eqs. �A2� and �22�, we obtain an equation relating the
self-energy part to the irreducible vertex U:

� �
W2G

1�UG2 . �A3�

We use the Ward identity

W2 �

�W�
G

�

W �UG , �A4�

the validity of which is easy to see by means of Eqs. �8� and
�24�, and Eq. �A2� in order to write

W2 �

�W�
G

�

W �UG�
1
G � 1�W2 G

� �
or

��W2G�W2G�
�

�W�
G

�

W . �A5�

Using Eq. �8�, we obtain the desired differential equation for
Q:

Q�W2G2��1�W2GQ�W2G2�
�

�W�
G

WGQ�W2G2�

�1�W2G2 d
d�W2G2�

W2G2Q2�W2G2�,

which is rewritten as

Q�y ��1�y
d
dy yQ2�y �. �A6�

Note, however, that from these arguments it is impossible to
find the correct boundary condition �17�, which is closely
related to the relation �11�, reflecting the causality principle.

1�From a mathematical viewpoint this means Borel summation.
2�The sign of the imaginary part corresponds to treating the retarded or

advanced Green’s functions.
3�An asymptotic limit of the form �32�, �N�c•2N�(N��), was obtained in

Ref. 6 by the Lipatov method; however, the coefficients c and � were not
found.

4�In this case the nonintersecting diagrams dominate, so that one can take
account of only the first diagram in Fig. 1b.

5�For d�4 knowledge of the asymptotic form �32� and the statistical analy-
sis of Ref. 6 make it possible to determine the correct exponent of W�1 in
the pre-exponential function of the state density. In this case our approxi-
mation is equivalent to the hypothesis, used in Ref. 6, that the high-order
contributions are stationary, which is valid for d�4.
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The Ginzburg–Landau expansion in the simple model of a superconductor with a
pseudogap

A. I. Posazhennikova*) and M. V. Sadovski †)

Institute of Electrophysics, Ural Branch of the Russian Academy of Sciences, 620049 Ekaterinburg, Russia
�Submitted 16 June 1998�
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We propose a simple model of the electron spectrum of a two-dimensional system with hot
sections on the Fermi surface that significantly transforms the spectral density �pseudogap� in these
sections. Using this model, we set up a Ginzburg–Landau expansion for s and d type
Cooper pairing and analyze the effect of the pseudogap in the electron spectrum on the main
properties of a superconductor. © 1999 American Institute of Physics.
�S1063-7761�99�01802-8�

1. INTRODUCTION

Among the various anomalies in the properties of high-
Tc superconductors, the existence of a pseudogap in the elec-
tron spectrum of such materials at carrier concentrations be-
low the optimum value has drawn much attention.1,2 The
most striking proof of the existence of this remarkable state
has been obtained in measurements of photoemission spectra
with angular resolution in the BSCCO system,3,4 which dem-
onstrated that the normal phase (T�Tc) exhibits essentially
anisotropic variations in the spectral density of the current
carriers. In particular, in these experiments the maximum
pseudogap value was observed near the point (� ,0) in the
Brillouin zone, while no pseudogap was observed along the
diagonal. Correspondingly, the Fermi surface disintegrates
near the point (� ,0), while along the diagonal the surface
remains intact. In this sense it is common to speak of a d
type pseudogap symmetry, which coincides with the symme-
try of a superconducting gap in such systems. These anoma-
lies exist up to temperatures T�T* much higher than Tc .

There are many theoretical approaches that attempt to
give an explanation of such anomalies. Two main groups of
these approaches can be singled out: the pattern of formation
of Cooper pairs above Tc �see Ref. 1, 5 and 6�, and an alter-
nation scheme based on the assumption that fluctuations of
antiferromagnetic short-range order play the key role.7–11

Most papers on the subject deal mainly with the study of
the pseudogap state of a high-Tc system in the normal phase
(T�Tc). Our goal was to investigate the qualitative effects
of the influence of a pseudogap in the electron spectrum on
the main superconducting properties. We use the ideas de-
veloped in Refs. 7–11 but propose a very simple model of
the pseudogap state in the normal phase, a model that allows
a complete analytical investigation. On the basis of this
model we do a microscopic derivation of the Ginzburg–
Landau expansion for systems with s and d pairings and
study the qualitative effects of the influence of a pseudogap
�the disintegration of sections of the Fermi surface� on the
main properties of the superconducting state.

2. ELEMENTARY MODEL OF A PSEUDOGAP STATE OF A
TWO-DIMENSIONAL ELECTRON SYSTEM

As noted earlier, we adopt the simplest possible model
of a pseudogap state, a model based on the picture of well-
developed fluctuations of short-range antiferromagnetic or-
der and close the model of ‘‘hot points’’ on the Fermi
surface.10,11 Let us assume that the Fermi surface of the two-
dimensional electron system has the shape depicted in Fig. 1.
A similar Fermi surface was proposed by Zheleznyak
et al.,12 who remarked that this Fermi surface resembles very
closely the one observed by Dessau et al.13,14 for some high-
Tc systems. We assume that the short-range order fluctua-
tions are static and Gaussian and define their correlation
function as follows �cf. Ref. 7�:

S�q��
1

�2

��1

�qx�Qx�
2���2

��1

�qy�Qy�2���2 �1�

for �px
0�qx�px

0 and �py
0�qy�py

0 , where � is the corre-
lation length of the fluctuations, and Qx�Qy�2pF . For val-
ues of qx and qy that lie outside the specified ranges we
assume that S(q)�0. The effective interaction between elec-
trons and these fluctuations will be described by the quantity
(2�)2W2S(q), where the parameter W with the dimensions
of energy defines the energy scale �width� of the pseudogap.
Thus, we assume that only electrons belonging to the ‘‘hot’’
sections of the Fermi surface are scattered by the short-range
fluctuations, with the scattering being actually one-
dimensional.

The choice of the scattering vector Q�(2pF,2pF) pre-
supposes a pattern of incommensurate fluctuations.Below we
will consider the case of commensurate scattering with
Q�(�/a ,�/a), where a is the lattice constant. In the limit
�→� , such a model allows an exact solution by the methods
proposed by Sadovski�,15,16 while for finite � one can employ
the method developed by Sadovski� and Timofeev17,18 �with
certain reservations; see Refs. 10, 11, and 19�. Below we
examine the simple case with �→� , where the effective
interaction with fluctuations �1� takes the simplest form

�2��2W2��qx�2pF���qy�2pF� �2�
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for �px
0�qx�px

0 and �py
0�qy�py

0 . Here we can easily
sum the entire perturbation series for an electron scattered by
such fluctuations15,16 and obtain the one-electron Green’s
function in the form

G��n ,p ���
0

�

d� exp����
i�n��p

� i�n�2��p
2��W2���

, �3�

where �p�vF(�p��pF), with vF the velocity at the Fermi
surface, �n�(2n�1)�T , and W(�) is defined for 0��
��/2 as follows:

W����� W , 0���� ,
�

2 �����
�

2 ,

0, ����
�

2 �� .
�4�

Here ��tan�1(py
0/pF), and � is the polar angle, which

specifies the director of the vector p in the (px ,py) plane.
For other values of � , the parameter W(�) is determined
quite similarly to �4� by symmetry considerations. Clearly,
by varying � within the range 0����/4, we actually
change the size of the hot sections on the Fermi surface, in
which sections the nesting condition �p�Q���p is satisfied.
In particular, ���/4 corresponds to a square Fermi surface
on which the nesting condition is satisfied everywhere. Out-
side the hot sections �the second inequality in �4�� the
Green’s function �3� simply coincides with the free-electron
Green’s function.

The spectral density corresponding to the Green’s func-
tion �3�, is

����p���
1
�

sgn � Im G���p� �5�

��
1

W2 � �����psgn �����2��p
2�exp

�2��p
2

W2 ,

if 0���� ,
�

2 �����
�

2 ,

�����p�,

if ����
�

2 �� ,

�6�

and has a similar form in the other quadrants of the Brillouin
zone. Equation �6� demonstrates the non-Fermi-liquid
�pseudogap� behavior with a d-type symmetry in the vicinity
of the hot sections of the Fermi surface and the free behavior
in the cold sections. The behavior of the spectral density in a
hot section of the Fermi surface is depicted schematically in
Fig. 2. Allowing for the fact that the integral with respect to
the polar angle � of an arbitrary function f �W(�)� , with
W(�) defined in �4�, is obviously

�
0

2�

d� f �W�����8� f �W������2��8�� f �0 �, �7�

we can use �6� to easily find the density of states:

N�E �

N0�0 �
��

1
��0

2� d�

2����

�

d�p Im GR���p�

�
4
�

�NW����� ��
4
�

� �N0�0 �, �8�

where N0(0) is the density of free-electron states at the
Fermi level, and NW(�) is the density of states in the one-
dimensional problem �a square Fermi surface� found in Refs.
15 and 16:

NW���

N0���
�� �

W� �
0

�2/W2

d�
exp����

��2/W2��

�2� �

W�exp� �
�2

W2� Erfi
�

W , �9�

where Erfi x is the probability integral �error function� of
imaginary argument.

Figure 3 depicts the density-of-state curves in our model
for different values of the parameter � , i.e., for hot sections
of different size. We see that the pseudogap in the density of
states becomes obscured rather quickly as the area of the hot
sections decreases and generally is not very distinct. In a
certain sense the effect of a decreasing � is similar to the
effect of a decreasing correlation length � of the
fluctuations,17,18 so that in this sense the above approxima-

FIG. 2. Spectral density of the Green’s function in a hot section of the Fermi
surface: curve 1, �p�0; curve 2, �p�0.1W; and curve 3, �p�0.5W .

FIG. 1. The Fermi surface of a two-dimensional system. The hot sections
are depicted by thick straight lines, whose width is of order ���1.
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tion �→� may not be a stringent restriction on the applica-
bility of the model. One advantage of this approximation is
the possibility of obtaining all the results in analytical form.

Concluding Sec. 2, we examine briefly the case of com-
mensurate fluctuations, Q�(�/a ,�/a). Figure 4 depicts the
model of the Fermi surface used in this problem. The hot
sections touch the boundaries of a new Brillouin zone that
appears after long-range order �e.g., antiferromagnetic� has
set in, and the strong scattering by fluctuations occurs at
Q�(�/a ,�/a). In this geometry the pseudogap opens in the
direction of the diagonals of the Brillouin zone, which does
not correspond to experiments involving high-Tc supercon-
ductors but is of certain theoretical interest. The problem is
solved in the same way as in the previous case and general-
izes the solution of the one-dimensional model first found
by Wonneberger and Lautenschlager.19 The one-electron
Green’s function is similar to �3�, and W(�) is again a func-
tion with a period �/2, but ‘‘turned’’ with respect to the

previous model through an angle of �/4 for ��/4����
��/4��:

W����� W , �/4 ����� �/4 �� ,
0, � �/4 ����� �/4 �� ,

�10�

where 0����/4. Moreover, in the present case we must
allow for a different combination of the Feynman diagrams,
which must correspond to electron scattering by commensu-
rate fluctuations.19 As a result, in �3� we must replace

�
0

�

d� exp���� �11�

with

�
0

� d�

2���
exp� �

�

4 � . �12�

3. THE EQUATION FOR Tc

Let us now investigate the problem of superconductivity
in the adopted model. We assume that the potential for Coo-
per pairing has the usual separable form20

V�p,p���V�� ,�����Ve���e����, �13�

where as before � is the angle specifying the direction of
electron momentum p in the plane, and e(�) obeys the fol-
lowing model:

e����� 1 �s pairing�,
�2 cos 2� �d pairing�.

�14�

As usual, the attractive constant V is assumed finite in a
certain strip of width 2�c in the vicinity of the Fermi level
(�c is the characteristic frequency of the photons ensuring
the attraction of electrons�. In this case the superconducting
gap �the order parameter� has the form

��p��������e���. �15�

The equation for the transition temperature Tc can be
obtained from the ordinary equation for Cooper instability,

1���0,0��0, �16�

where the generalized Cooper susceptibility �(0,0) can be
calculated by exact summation of the entire series of dia-
grams that allow for scattering by the short-range order fluc-
tuations �2�, in the same way the polarization operator was
calculated by Sadovski�.15,16 As a result the equation for Tc
becomes

1
V ���

0

�

d� exp���� Tc�
n
�

0

� d2p

�2��2 e2����G�W2

���n ;p,p�G�W2���n ;�p,�p��F�W2

���n ;p,p�Q�F�W2���n ;�p,�p�Q��, �17�

where

FIG. 3. Density of electron states for hot sections of different size: curve 1,
���/4; curve 2, ���/6; curve 3, ���/8; curve 4, ���/12; and curve
5, ���/24.

FIG. 4. The Fermi surface in the Brillouin zone of a two-dimensional sys-
tem in the hot-section model for the case of short-range order fluctuations
corresponding to period doubling. Also shown are the boundaries of the new
Brillouin zone, which arises after long-range order sets in �e.g., due to an
antiferromagnetic transition�.
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G�W2��n ;p,p��
i�n��p

� i�n�2��p
2��W2���

,

F�W2��n ;p,p�Q��
�� W���

� i�n�2��p
2��W2���

�18�

are, respectively, the normal and anomalous Green’s func-
tions of a system with a dielectric gap.15,16

Applying standard transformations to �17�, we get

1
V ��

0

�

d�

�exp���� Tc�
n
�

0

� d2p

�2��2

e2���

�n
2��p

2��W2���
.

�19�

Summing over the frequencies yields

1
V �

N�0 �

2� �
0

�

d� exp�����
��

�

d�

��
0

2� d� e2���

2��2��W2���
tanh

��2��W2���

2Tc
. �20�

If we now integrate with respect to � as we did in �7�,
we arrive at the following formulas:

1
g �

4�

� �
0

�

d� exp�����
0

�c d�

��2��W2 tanh
��2��W2

2Tc

�� 1�
4�

� � �
0

�c d�

�
tanh

�

2Tc
�21�

for s pairing, and

1
g �

4��sin 4�

2� �
0

�

d� exp�����
0

�c d�

��2��W2

�tanh
��2��W2

2Tc
�

��4��sin 4�

2� �
0

�c d�

�
tanh

�

2Tc

�22�

for d pairing. Here g�N(0)V is the dimensionless Cooper-
pairing constant. Figure 5 depicts curves representing the
dependence of Tc /Tc0 on the parameter W/Tc0 , which
specifies the effective pseudogap width, for different values
of � �here Tc0 is the transition temperature of an ideal sys-
tem without a pseudogap�. We see that for both types of
pairing the occurrence of a pseudogap in the hot sections of
the Fermi surface causes significant suppression of Tc , and
the larger these hot sections are the stronger the suppression.
Naturally, the suppression of Tc is stronger in the case of d
pairing than in the case of s pairing, since the dielectrization
of the spectrum �pseudogap� is in antiphase with the pairing
interaction.

For commensurate fluctuations �Fig. 4� and d-type pair-
ing, the equation for Tc becomes

1
g �

4��sin 4�

2� �
0

�d� exp���/4�

2���
�

0

�c d�

��2��W2

�tanh
��2��W2

2Tc
�

��4��sin 4�

2� �
0

�c d�

�
tanh

�

2Tc
.

�23�

Curves presenting the dependence of Tc /Tc0 on the pa-
rameter W/Tc0 for different values of � in this case are de-
picted in Fig. 6. Here the suppression of Tc by the pseudogap
is less noticeable, since the superconducting gap reaches its
maximum on the cold sections of the Fermi surface, where
there is no pseudogap.

4. THE GINZBURG–LANDAU EXPANSION

The standard Ginzburg–Landau expansion for the differ-
ence in the free-energy densities of the superconducting and
normal states is

Fs�Fn�A��q�2�q2C��q�2�
B
2 ��q�4, �24�

where �q is the Fourier transform of the order parameter:

��� ,q ���qe���. �25�

FIG. 5. Tc /Tc0 as a function of the effective
pseudogap width W/Tc0 for hot sections of differ-
ent size in the incommensurate fluctuation model
for �a� s pairing �curve 1, ���/4; curve 2,
���/6; curve 3, ���/8; and curve 4,
���/12), and �b� d pairing �curve 1, ���/4;
curve 2, ���/6; curve 3, ���/8; and curve 4,
���/12).
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Expansion �24� can be represented by the diagrams of
the loop expansion for the free energy in the field of the
order parameter fluctuations with a small wave vector q.
These diagrams are depicted in Fig. 7, where all processes of
scattering by short-range order fluctuations �2� are summed
exactly in all loops �this can easily be done if we use the
method developed in Refs. 15 and 16�. In all other respects
the method of calculation is similar to that used Ref. 20.1� As
in Ref. 20, subtraction of the second diagram in Fig. 7 en-
sures the vanishing of the coefficient A at the transition point
T�Tc . As a result, the Ginzburg–Landau coefficients can
be written

A�A0KA , C�C0KC , B�B0KB , �26�

where by A0 , C0 , and B0 we denote the expressions for the
case of a two-dimensional isotropic s superconductor in the
absence of a pseudogap (��0),

A0�N�0 �
T�Tc

Tc
, C0�N�0 �

7��3 �

32�2

vF
2

Tc
2 ,

B0�N�0 �
7��3 �

8�2Tc
2 , �27�

and all the features of the models are reflected in the dimen-
sionless coefficients KA , KC , and KB . In the absence of a
pseudogap, all these coefficients are equal to unity, while in
the case of d pairing only KB differs from unity, or
KB�3/2.

In particular, straightforward calculations yield

A�N�0 �
T�Tc

2Tc
2

1
2��0

�

d� exp�����
0

�c
d�

��
0

2� d� e2���

cosh2���2��W2���/2Tc�
, �28�

so that after integrating with respect to � we get

KA�
1

2Tc
�a�

0

�

d� exp����

��
0

�c d�

cosh2���2��W2���/2Tc�
�1��a , �29�

where

�a�� 4�

�
�s pairing�,

4��sin 4�

�
�d pairing�.

�30�

Figure 8 depicts curves representing the dependence of KA
on the effective pseudogap width W/Tc0 for different values
of � . Here we show only the curves for the case of s pairing.
Qualitatively the corresponding curves for d pairing are simi-
lar, but all variations are on essentially smaller scales of
W/Tc0 , as in Fig. 5.

To calculate C , we must perform an expansion in a
Taylor series in powers of q in the expression

��
0

�

d� exp���� Tc�
n
�

0

� d2p

�2��2 e2����G�W2���

���n ;p� ,p��G�W2������n ;�p� ,�p���F�W2���

���n ;p� ,p��Q�F�W2������n ;�p� ,�p��Q��, �31�

where p��p�q/2, and select the terms with q2. To sim-
plify presentation, from now on we will use the notation

G�W2�����n ;p,p��Gpp ,

F�W2�����n ;p,p�Q��Fpp�Q .

After lengthy calculations we arrive at an expression for
the coefficient C:

FIG. 6. Tc /Tc0 as a function of the effective pseudogap width W/Tc0 for hot
sections of different size in the commensurate fluctuation model for the case
of d pairing: curve 1, ���/4; curve 2, ���/6; curve 3, ���/8; and curve
4, ���/12.

FIG. 7. The diagrammatic representation of the
Ginzburg–Landau expansion in the field of short-
range order fluctuations. The electron lines repre-
sent Nambu matrices composed of normal and
anomalous Green’s functions �18�, and the loops
are averaged over the parameter � with a distribu-
tion �11� or �12�. The second loop is calculated
for q�0 and T�Tc .
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C��Tc
N�0 �

2�
vF

2 �
n
�

0

�

d� exp����� d�

��
0

2�d� e2�����2�3�n
2�3�W2����cos2 �

2��n
2��2��W2����3 . �32�

Accordingly, after integrating over � and the angle � ,
we arrive at an expression for the dimensionless coefficient
KC :

KC��c
4�3Tc

3

7��3 �
�

0

�

d� exp�����
n

1

���n
2��W2 �3 �1��c ,

�33�

where �c��a �see Eq. �30��. The respective relations be-
tween KC and the parameter W/Tc0 for the case of s pairing
are depicted in Fig. 9. The pattern is similar for d pairing, but
all variations are on essentially smaller scales of W/Tc0 .

Examining the fourth-order term in the Ginzburg–
Landau expansion is even more difficult technically. To ob-
tain an expression for the coefficient B , we must find the
trace of the product of four Green’s functions Ĝp , each of
which is a Nambu matrix composed of normal and anoma-
lous Green’s functions �18�:

Ĝp�� Gp ,p Fp ,p�Q

Fp�Q ,p Gp�Q ,p�Q
� .

After we find the trace of the matrix ĜpĜ�pĜpĜ�p , we can
write an expression for B:

B�N�0 �Tc�
�n

�
0

�

d�exp�����
0

�d2p e4���

�2��2

���Gp ,pG�p ,�p�Fp ,p�QF�p ,�p�Q�2

�Gp ,pG�p ,�pF�p�Q ,pFp�Q ,p

�G�p�Q ,�p�QG�p ,�pFp ,p�QFp�Q ,p

�Gp ,pGp�Q ,p�QF�p�Q ,�pF�p ,�p�Q

�Gp�Q ,p�QG�p�Q ,�p�QFp ,p�QF�p ,�p�Q�. �34�

Here we can directly verify that the sum of the last two terms
in �34� yields a zero contribution, so that

B�N�0 �Tc�
�n

�
0

�

d� exp�����
0

�d2p e4���

�2��2

��Gp ,pG�p ,�p�Fp ,p�QF�p ,�p�Q�2. �35�

This implies that

B�
N�0 �Tc

2� �
n
�

0

�

d� exp����

��
��

�

d��
0

2� d� e4���

��n
2��2��W2����2 , �36�

and after integrating with respect to � and � we arrive at an
expression for KB similar to �33�:

KB��b
4�3Tc

3

7��3 �
�

0

�

d� exp�����
n

1

���n
2��W2�3 �1��b ,

�37�

where

�b�� 4�

�
, �s pairing�,

4�

�
�

4 sin 4�

3�
�

sin 8�

6�
, �d pairing�.

�38�

Thus, for s pairing the coefficients KB and KC simply coin-
cide.

To conclude Sec. 4 we give the explicit expressions for
the dimensionless Ginzburg–Landau coefficients for the case
of d pairing in the model of commensurate short-range order
fluctuations:

FIG. 8. The coefficient KA as a function of the effective pseudogap width
W/Tc0 for hot sections of different size in the incommensurate fluctuation
model for the case of s pairing: curve 1, ���/4; curve 2, ���/6; curve 3,
���/8; and curve 4, ���/12.

FIG. 9. The coefficient KC as a function of the effective pseudogap width
W/Tc0 for hot sections of different size in the incommensurate fluctuation
model for the case of s pairing: curve 1, ���/4; curve 2, ���/6; curve 3,
���/8; and curve 4, ���/12.
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KA��a
1

2Tc
�

0

�d� exp���/4�

2���

��
0

�c d�

cosh2���2��W2/2Tc�
�1��a , �39�

KC ,B��c ,b
4�3Tc

3

7��3 �
�

0

�d� exp���/4�

2���

��
n

1

���n
2��W2�3 �1��c ,b , �40�

where

�a��c�
4��sin 4�

�
,

�b�
4�

�
�

sin 4�

6�
�5�cos 4��. �41�

It is also easy to write the formulas reflecting the dependence
of these coefficients on W/Tc0 and different values of � .
Qualitatively these expressions are similar to those in the
incommensurate case, and the main difference are due to a
different scale along the W/Tc0 axis �cf. Fig. 6�.

5. PHYSICAL CHARACTERISTICS OF SUPERCONDUCTORS
WITH A PSEUDOGAP

As is known, the Ginzburg–Landau equations determine
two characteristic lengths, the coherence length and the pen-
etration depth for the magnetic field.

The coherence length at a given temperature, �(T), is
the characteristic scale of inhomogeneity in the order param-
eter � , which means it is actually the size of the Cooper pair:

�2�T ���
C
A . �42�

In ordinary superconductors �in the absence of a pseudogap�,

�BCS
2 �T ���

C0

A0
, �43�

�BCS�T ��0.74
�0

�1�T/Tc
, �44�

where �0�0.18vF /Tc . For our case we have

�2�T �

�BCS
2 �T �

�
KC

KA
. �45�

The corresponding dependence of �2(T)/�BCS
2 (T) on the pa-

rameter W/Tc0 for the case of d pairing and incommensurate
short-range order fluctuations is depicted in Fig. 10.

The penetration depth for the magnetic field in an ordi-
nary superconductors is given by the formula

�BCS�T ��
1
�2

�0

�1�T/Tc
, �46�

where �0
2�mc2/4�ne2 determines the penetration depth at

T�0. For the general case we have an expression for the
penetration depth in terms of the Ginzburg–Landau coeffi-
cients:

�2�T ���
c2

32�e2

B
AC . �47�

Then in the adopted model we have

��T �

�BCS�T �
�� KB

KAKC
� 1/2

. �48�

Curves representing the dependence of this parameter on the
effective pseudogap width for the case of d pairing are de-
picted in Fig. 11.

Now let us calculate the Ginzburg–Landau parameter

��
��T �

��T �
�

c
4eC�

B
2�

. �49�

FIG. 10. The coherence length �2(T)/�BCS
2 (T) as a function of the effective

pseudogap width W/Tc0 in the model of d pairing: curve 1, ���/4; curve
2, ���/8; and curve 3, ���/12.

FIG. 11. The penetration depth �(T)/�BCS(T) as a function of the effective
pseudogap width W/Tc0 in the model of d pairing: curve 1, ���/4; curve
2, ���/8; and curve 3, ���/12.
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In this model of a superconductor,

�

�BCS
�

�KB

KC
, �50�

where

�BCS�
3c

�7��3 � e

Tc

vF
2�N�0 �

�51�

is the Ginzburg–Landau parameter for the ordinary case.
Curves representing the dependence of �/�BCS on W/Tc0 for
the case of d pairing are depicted in Fig. 12.

Near Tc the upper critical field Hc2 is expressed in terms
of Ginzburg–Landau coefficients:

Hc2��
�0

2�

A
C , �52�

where �0�c�/e is the quantum of magnetic flux. Then the
slope of the curve for the upper critical field near Tc is

�dHc2

dT �
Tc

�
24��0

7��3 �vF
2 Tc

KA

KC
. �53�

Curves representing the dependence of the slope of the
curves for the field, �dHc2 /dT�Tc

, normalized to the slope of
the curves for the field at Tc0 , on the effective pseudogap
width W/Tc0 for the case of d pairing are depicted in Fig. 13.
We see that the slope rapidly decreases with increasing
pseudogap width.

We can also calculate the size of the heat-capacity dis-
continuity at the transition point, which is generally calcu-
lated by the formula

Cs�Cn

�
�

Tc

B � A
T�Tc

� 2

, �54�

where Cs and Cn are the heat capacities of the superconduct-
ing and normal states, respectively, and � is the volume.
This readily yields a formula for the size of the heat-capacity
discontinuity at Tc0 (W�0):

� Cs�Cn

� �
Tc0

�N�0 �
8�2Tc0

7��3 �
. �55�

Then the size of the heat-capacity discontinuity in our model
can be expressed in terms of the dimensionless coefficients
KA and KB as follows:

�Cs�Cn�Tc

�Cs�Cn�Tc0

�
Tc

Tc0

KA
2

KB
. �56�

Curves representing the dependence of the size of the heat-
capacity discontinuity on the effective pseudogap width for
the case of d pairing are depicted in Fig. 14. We see that the
discontinuity diminishes as the pseudogap widens.

Curves representing the dependence of the above quan-
tities for the case of s pairing and for the model of commen-
surate fluctuations are more or less �qualitatively� similar to

FIG. 12. The Ginzburg–Landau parameter �/�BCS as a function of the
effective pseudogap width W/Tc0 in the model of d pairing: curve 1,
���/4; curve 2, ���/8; and curve 3, ���/12.

FIG. 13. The normalized slope of the curves for the upper critical field as a
function of the effective pseudogap width W/Tc0 in the model of d pairing:
curve 1, ���/4; curve 2, ���/8; and curve 3, ���/12.

FIG. 14. The normalized size of the heat-capacity discontinuity as a func-
tion of the effective pseudogap width W/Tc0 in the model of d pairing: curve
1, ���/4; curve 2, ���/8; and curve 3, ���/12.
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those depicted in Figs. 10–14, differing in the scale along the
W/Tc0 axis, in accordance with Figs. 5 and 6.

6. CONCLUSION

We have studied a very simple model of a pseudogap in
a two-dimensional electron model, which nevertheless quali-
tatively explains a number of observed features of the elec-
tron structure of underdoped high-Tc superconducting sys-
tems. In particular, with this model one can easily obtain the
d symmetry of the pseudogap state, a symmetry that is due to
the pattern of the hot sections on the Fermi surface caused by
strong scattering by fluctuations of short-range �antiferro-
magnetic� order. Naturally, the model can be directly gener-
alized to the case of a large number of hot sections, and it
can reformulated in a way that is closer to the model of hot
points �Refs. 10 and 11�; other generalizations can also be
made fairly easily.

The main simplifying assumption �and the main draw-
back� of the model is that we use the �→� limit for the
fluctuation correlation length, due to which the main results
can be written as formulas. In reality � is not very large and
depends on the temperature and the degree of doping, so that
it is an important parameter that controls the physical picture
of all phenomena. Our model allows, at least in principle, a
generalization to finite � in the sense of Refs. 17 and 18, but
all calculations becomes extremely involved. At the same
time it is clear that the effect of a finite � reduces mainly to
a situation in which the pseudogap becomes closed,17,18 so
that in this sense �as noted earlier� it simulates a decrease in
the size of the hot sections in our model. This is true for
effects basically controlled by the density of states �an ex-
ample of a corresponding quantity is the transition tempera-
ture Tc). At the same time, this is not true of ‘‘kinetic’’
quantities �determined by the two-particle Green’s function�,
such as the coefficient C of the gradient term in the
Ginzburg–Landau expansion.

Another radical simplification of our model is the as-
sumption that short-range order fluctuations are static and
Gaussian. The validity of this assumption can be justified in
the high-temperature limit T��sf , where �sf is the charac-
teristic frequency of spin fluctuations.9–11 Accordingly, the
validity of the assumption that the fluctuations are static is
questionable at temperatures near Tc . Nevertheless, our in-
vestigation shows that the Ginzburg–Landau expansion pro-
vides a good description of the influence of the main effect
of ‘‘disintegration’’ of certain sections of the Fermi surface
on the main characteristics of a superconductor with a
pseudogap, and demonstrates the important role of pseudo-

gap anomalies in the formation of a superconducting state in
the region of the phase diagram of high-Tc systems where
these effects manifest themselves already in the normal
phase. More realistic models will be analyzed later.
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Models of the pseudogap state of two-dimensional systems
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We analyze several almost exactly solvable models of the electronic spectrum of two-
dimensional systems with well-developed short-range-order dielectric �e.g., antiferromagnetic� or
superconducting fluctuations that give rise to an anisotropic pseudogap state in certain
segments of the Fermi surface. We develop a recurrence procedure for calculating the one-
electron Green’s function that is equivalent to summing all Feynman diagrams. The procedure is
based on an approximate ansatz for higher order terms in the perturbation series. We do
detailed calculations of the spectral densities and the one-electron density of states. Finally, we
analyze the limits of the adopted approximations and some important points concerning
the substantiation of these approximations. © 1999 American Institute of Physics.
�S1063-7761�99�01805-3�

1. INTRODUCTION

In recent years there has been an upsurge of interest in
observations of the pseudogap in the spectrum of elementary
excitations of high-Tc superconductors in the range of cur-
rent carrier concentrations below the optimum.1,2 The corre-
sponding anomalies were observed in a number of experi-
ments, such as measurements of optical conductivity, NMR,
inelastic neutron scattering, and angle-resolved photoemis-
sion �ARPES; see the review cited in Ref. 1�. Probably the
most striking evidence that such an unusual state exists was
obtained in ARPES experiments,3,4 which demonstrated the
presence of essentially anisotropic changes in the current-
carrier spectral density within a broad temperature range in
the normal �nonsuperconducting� phase of these systems �see
the review in Ref. 2�. A remarkable feature observed in these
experiments was the presence of a maximum of the corre-
sponding anomalies close to the point (� ,0) in the Brillouin
zone, while no such anomalies were observed in the direc-
tion of the zone diagonal �the point (� ,�)], which actually
means that near the point (� ,0) the Fermi surface is de-
stroyed, while the Fermi-liquid behavior in the direction of
the zone diagonal is retained. In this sense it is usually said
that the pseudogap symmetry is of the d-wave type, which
coincides with the symmetry of the superconducting energy
gap in these compounds.1,2 At the same time, the very fact
that these anomalies exist at temperatures much higher than
the superconducting transition temperature and at nonopti-
mal carrier concentrations could point to a different nature of
these anomalies, not related directly to Cooper pairing.

There are many theoretical papers in which the authors
attempt to explain the observed anomalies. Two main areas
of such research can be identified. One is based on the idea
that Cooper pairs form at temperatures higher than the super-
conducting transition temperature.1,5–7 In the other it is as-
sumed that pseudogap phenomena are due primarily to anti-
ferromagnetic �AFM� short-range-order fluctuations.8–12

Some time ago one of the authors of the present paper

�M.V.S.� proposed an exactly solvable model of pseudogap
formation in a one-dimensional system due to well-
developed short-range-order charge density wave �CDW� or
spin density wave �SDW� fluctuations �see Refs. 13–17�.
Recently this model has attracted the attention of researchers
in connection with attempts to explain the pseudogap state of
high-Tc cuprates.11,12,18–20 In particular, Schmalian et al.11,12

made an important generalization of this model to the case of
a two-dimensional system of electrons that is in the random
field of well-developed spin fluctuations �short-range-order
AFM fluctuations�. In the model of hot spots on the Fermi
surface developed in Refs. 11 and 12, the researchers ob-
tained, via the formal scheme developed in Refs. 15–17, a
detailed description of pseudogap anomalies at high tempera-
tures �the weak-pseudogap region�. Tchernyshyov19 and
Ren20 used a simplified variant of the model developed in
Refs. 13 and 14, which corresponds to the limit of very large
correlation lengths of short-range-order fluctuations, to de-
scribe the pseudogap state determined by well-developed
fluctuations of superconducting �SC� short range order. In a
recent paper,21 this simplified model was used to analyze the
Ginzburg–Landau expansion �for different types of Cooper
pairing� in a system with strong CDW �SDW, AFM� fluctua-
tions using the model of hot patches on the Fermi surface
proposed in the paper. At the same time, Tchernyshyov22

reviewed in detail the model developed in Refs. 13–17 and
found an error in the earlier papers15–17 in the analysis of the
case of finite correlation lengths of short-range-order fluctua-
tions. In Ref. 12 it was suggested that this error is insignifi-
cant, especially in analyzing the two-dimensional hot-spot
model, which is of the main interest to the physics of high-Tc
systems.

The aim of the present paper is to analyze a number of
important aspects of the almost exactly solvable model,
mainly in the two-dimensional case. To this end we consider
both the case of short-range-order CDW �SDW, AFM� fluc-
tuations in the hot-spot model11,12 and the possibility of using
the model within the framework of fluctuation Cooper
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pairing7,19,20 �SC short-range-order fluctuations�, in particu-
lar, in the most interesting case of d-wave pairing. In addi-
tion to a general analysis of the reliability of the formal
scheme used in Refs. 11–17, we do detailed calculations of
the spectral density and the one-electron density of states for
the hot-spot model11,12 and in the scenario of fluctuation
Cooper pairing.

2. THE HOT-SPOT MODEL

2.1. Description of model and an ‘‘almost exact’’ solution
for the Green’s function

The model of a nearly ferromagnetic Fermi liquid23,24 is
based on the picture of well-developed fluctuations of AFM
short-rang-order fluctuations within a wide region of the
phase diagram of high-Tc systems. This model introduces the
effective interaction of electrons and spin fluctuations that is
described by the dynamic spin susceptibility �q(�), which is
determined mainly from the fit to the data of NMR
experiments:24

Veff�� ,q��g2�q����
g2�2

1��2�q�Q�2�i�/�sf
, �1�

where g is the coupling constant, � is the correlation length
of the spin fluctuations, Q�(�/a ,�/a) is the vector of an-
tiferromagnetic ordering in the insulator phase, �sf is the
characteristic frequency of spin fluctuations, and a is the lat-
tice constant �of a square lattice�.

Since the dynamic spin susceptibility �q(�) has peaks at
wave vectors that are in the vicinity of (�/a ,�/a), two types
of quasiparticle arise in the system: ‘‘hot’’ quasiparticles
with momenta in the vicinity of hot spots on the Fermi sur-
face, and ‘‘cold’’ quasiparticles with momenta in the parts of
the Fermi surface surrounding the diagonals of the Brillouin
zone, �px���py� �see Refs. 11 and 12�. Such terminology is
related to the fact that quasiparticles from the vicinity of hot
spots are strongly scattered through a vector of order Q by
spin fluctuations �1�, while for particles with momenta far
from hot spots this interaction is relatively weak.

In what follows we consider the case of high tempera-
tures, �T��sf , which corresponds to the ‘‘weak
pseudogap’’ region in the phase diagram.11,12 In this case
spin dynamics in irrelevant and we can limit ourselves to the
static approximation:

Veff�q���̃2 �2

1��2�q�Q�2 , �2�

where �̃ is an effective parameter with the dimensions of
energy, which in the model of AFM fluctuations can be
written12

�̃2�g2T �
mq

�q� i�m�� g2�Si
2�/3 , �3�

with Si the spin at a lattice site �Cu ions in the CuO2 plane
for high-Tc cuprates�. Below we consider �̃ �as well as �) a
phenomenological parameter that determines the effective
width of the pseudogap.

Calculations can be simplified significantly if we replace
�2� with a model interaction of the form �cf. a similar model
in Ref. 8�

Veff�q���2 2��1

��2��qx�Qx�2

2��1

��2��qy�Qy�2 , �4�

where �2��̃2/4. Actually, Eq. �4� is quite similar to �2� and
differs quantitatively very little in the most important region
�q�Q����1.

Consider the first-order correction in Veff to the electron
self-energy, represented by the diagram in Fig. 1a:

���n ,p���
q

Veff �q�
1

i�n��p�q
. �5�

The main contribution to the sum over q is provided by the
region close to Q�(�/a ,�/a). Then, writing

�p�q��p�Q�k��p�Q�vp�Q–k, �6�

where vp�Q
� ���p�Q /�p� , and integrating over k, we

obtain1�

���n ,p��
�2

i�n��p�Q�� �vp�Q
x ���vp�Q

y ��� sign �n
,

�7�

with ����1.
The spectrum of bare �free� quasiparticles can be taken

from Refs. 11 and 12:

�p��2t�cos pxa�cos pya ��4t� cos pxa cos pya , �8�

where t is the nearest-neighbor-hopping integral, t� is the
next-nearest-neighbor-hopping integral for a square lattice,
and � is the chemical potential. When real high-Tc systems
were analyzed in Refs. 11 and 12, it was assumed, e.g., for
YBa2Cu3O6�� , that t�0.25 eV and t���0.45t , and � was
fixed by hole concentration. Below we show that the analysis
of the situation for different relationships between t and t�
produces interesting results.

FIG. 1. First- and second-order self-energy diagrams for an electron inter-
acting with short-range-order fluctuations.
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We now turn to second-order corrections to self-energy,
which are depicted in Figs. 1b and 1c. Using �4� we obtain

��b���4 � dk1

�2 � dk2

�2

�

�2�k1x
2

�

�2�k1y
2

�

�2�k2x
2

�
�

�2�k2y
2

1

i�n��p�Q�vp�Q
x k1x�vp�Q

y k1y

�
1

i�n��p�vp
x�k1x�k2x��vp

y�k1y�k2y�

�
1

i�n��p�Q�vp�Q
x k1x�vp�Q

y k1y
, �9�

��c���4� dk1

�2 � dk2

�2

�

�2�k1x
2

�

�2�k1y
2

�

�2�k2x
2

�
�

�2�k2y
2

1

i�n��p�Q�vp�Q
x k1x�vp�Q

y k1y

�
1

i�n��p�vp
x�k1x�k2x��vp

y�k1y�k2y�

�
1

i�n��p�Q�vp�Q
x k2x�vp�Q

y k2y
, �10�

where we have employed the spectrum �8�, from which, in
particular, it follows that �p�2Q��p and vp�2Q�vp at Q
�(�/a ,�/a). If vp

x and vp�Q
y are of the same sign, the inte-

grals in �9� and �10� are determined solely by the poles of the
Lorentzians determining the interaction with short-range-
order fluctuations. Doing an elementary contour integration,
we get2�

��b����c�

��4 1

� i�n��p�Q�i� �vp�Q
x ���vp�Q

y ����2

�
1

i�n��p�i2� �vp
x���vp

y���
. �11�

Here and below we assume, for the sake of definiteness, that
�n is positive. Clearly, when the velocity projections are of
the same sign, we can use this approach to calculate the
contributions of any higher-order diagrams. Accordingly, the
contribution of an Nth-order diagram to the self-energy part
in the interaction �4� is

� (N)��n ,p���2N �
j�1

2N�1 1
i�n�� j�in jv j�

, �12�

where � j��p�Q and v j��vp�Q
x ���vp�Q

y � for odd j, and � j
��p and v j��vp

x���vp
y� for even j. Here n j is the number of

interaction lines surrounding the j th Green’s function in a
given diagram.

In this case any diagram with crossing interaction lines
is equal to a diagram of the same order with noncrossing

interaction lines. Hence actually we may consider only dia-
grams with noncrossing interaction lines, taking into account
the diagrams with crossing lines by introducing additional
combinatorial factors into the interaction vertices. This
method was first introduced �in another problem� by
Elyutin25 and was used in Refs. 15–17 for a one-dimension
model of the pseudogap state.

As a result we arrive at the following expression for the
one-electron Green’s function in the form of a recurrence
relation �the continued fraction representation; see Refs. 15–
17�:

G�1��n ,�p��G0
�1��n ,�p���1��n ,�p�, �13�

�k��n ,�p���2 v�k �

i�n��k�ikvk���k�1��n ,�p�
, �14�

where �k��p�Q and vk��vp�Q
x ���vp�Q

y � for odd k, and �k
��p and vk��vp

x���vp
y� for even k. The combinatorial factor

v�k ��k �15�

corresponds to our case of commensurate fluctuations with
Q�(�/a ,�/a) �see Ref. 15�. Clearly, one can easily analyze
the vase of incommensurate fluctuations, where Q is not
locked to the period of the reciprocal lattice. In this case,
diagrams with interaction lines surrounding an odd number
of vertices are significantly smaller than diagrams with inter-
action lines surrounding an even number of vertices. Hence
only the latter diagrams should be taken into account.13–17

As a result, the recurrence relation �14� is retained, but the
combinations of the diagrams and hence the combinatorial
factor change:15

v�k ��� k�1
2

for k odd,

k
2

for k even.
�16�

In Refs. 11 and 12, the spin structure of the interaction in the
‘‘almost antiferromagnetic’’ Fermi-liquid model �the spin-
fermion model of Ref. 12� was taken into account. This leads
to more complicated combinations in the commensurate case
with Q�(�/a ,�/a). More precisely, spin-conserving scat-
tering yields formally commensurate combinations, while
spin-flip scattering is described by diagrams of the incom-
mensurate type �a ‘‘charged’’ random field, to use the termi-
nology of Ref. 12�. As result, the recurrence relation for the
Green’s function is still of the form �14�, but the combinato-
rial factor v(k) is now11,12

v�k ��� k�2
3

for k odd,

k
3

for k even.
�17�

As noted earlier, the solution �14� can be obtained only
if the signs of the velocity projections vp�Q

x (vp�Q
y ) and

vp
x(vp

y) are the same. Below we analyze the situation when
this is really the case. When the signs are different, the inte-
grals of the form �9� and �10�, corresponding to higher-order
corrections, cannot be calculated in such a simple form as
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above because contributions from the poles of the electron
Green’s functions become important. Here instead of simple
expressions of the form �11� we have much more compli-
cated expressions and �even more importantly� the very fact
that broad classes of diagrams with crossing and noncrossing
interaction lines are equal is not true any more �the reader
will recall that it was this fact that made it possible to clas-
sify higher-order contributions and to obtain the ‘‘exact’’
solution �14��. This problem is important only for the case of
finite correlation lengths ����1 of fluctuations, while in the
limit �→� (�→0) the exact solution for the Green’s func-
tion is independent of the velocities vp and vp�Q and can
easily be obtained in analytic form by the methods developed
in Refs. 13 and 14 �see also Ref. 12�. In the one-dimensional
model considered in Refs. 13–17, the signs of the corre-
sponding velocity projections are always different �they cor-
respond to electrons travelling ‘‘right’’ and ‘‘left’’�. This fact
was stressed in a recent paper by Tchernyshyov.22 In the
Appendix we analyze these difficulties in detail for the one-
dimensional case and show that the ansatz of the form �12�
used in Refs. 15–17 for the contributions of higher-order
diagrams and the solution �14� yield a very good approxima-
tion even when the velocity projections have opposite signs.
Obviously, this solution is exact in the limits �→� (�
→0) and �→0 (�→�) and provides a fairly good �quanti-
tative� description in the region of finite correlation lengths.

2.2. Analysis of the spectrum

For the energy spectrum �8� we can easily specify the
conditions �the relationships between t, t�, and �) for the
solution �14� to be exact. First, let us define the region of the
parameters t, t�, and � where there are hot spots on the
Fermi surface, i.e., the conditions for the existence of points
connected by the vector Q�(�/a ,�/a). If p�(px ,py)
specifies the position of a hot spot on the Fermi surface, the
point p�q�(px��/a , py��/a) must also belong to the
Fermi surface, so that for the spectrum �8� we have

�2t�cos pxa�cos pya ��4t� cos pxa cos pya���0,
�18�

2t�cos pxa�cos pya ��4t�cos pxa cos pya���0.

This yields the conditions needed for hot spots to exist:

cos pya��cos pxa , cos2 pxa� �/4t� . �19�

Thus, hot spots on the Fermi surface exist if

0� �/4t� �1. �20�

We now define the region of the parameters t, t�, and �
where the solution �14� is exact by requiring that the prod-
ucts vp

xvp�Q
x and vp

yvp�Q
y be positive. We have

vp
x�

��p
�px

�2ta sin pxa�4t�a sin pxa cos pya ,

vp
y�

��p
�py

�2ta sin pya�4t�a sin pya cos pxa ,

vp
xvp�Q

x �16t�2a2 sin2 pxa� cos2 pya�� t

2t�
� 2� ,

vp
yvp�Q

y �16t�2a2 sin2 pya� cos2pxa�� t

2t�
� 2� . �21�

Clearly, for the Fermi surface to have points where the pro-
jections of velocities have the same sign, �t�/t� must be
greater than 1/2. Here we are chiefly interested in the region
surrounding the hot spots, where on account of �19� we have

vp
xvp�Q

x �vp
yvp�Q

y �4t2a2� 1�
�

4t�
� � �t�

t2 �1 � . �22�

Thus, the projections of velocities at hot spots have the same
sign if

�t�/t2�1. �23�

Obviously, the same condition ensures that vpvp�Q is posi-
tive �this is needed for the solution �14� to be valid in the
model described in Refs. 11 and 12�.

Figure 2 depicts the region of parameters where hot
spots exist �the hatched area�, or 0��/4t��1, and the re-
gion where such spots exist and the velocity projections have
the same sign (�t��1). Figure 3 depicts, for different val-
ues of the chemical potential � �band filling�, the Fermi sur-
faces specified by the spectrum �8� for which these condi-
tions are either met or not met.

2.3. Spectral density and density of states

Let us examine the spectral density

A�E ,p���
1
�

Im GR�E ,p�, �24�

FIG. 2. The region of parameters where hot spots exist �hatched� and the
region where such spots exist and the velocity projections have the same
sign �doubly hatched�.
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where GR(E ,p) is the retarded Green’s function obtained by
ordinary analytic continuous of �13� into the real energy axis
E. Figure 4 depicts the energy dependence of A(E ,p) ob-
tained from �13� and �14� for different variants of the com-
binatorial factors �15� and �16�. Since the energy dependence
of the spectral density in the case of the combinations �17�
for the spin-fermion model is qualitatively �and even quan-
titatively� very close to that obtained in the incommensurate
case, Eq. �16�, we have not displayed it in Fig. 4a so as to
save space. For t�/t��0.6 and �/t��1.8�t/t��1.666,
the projections of the velocities at the hot spots have the
same sign and the solution �14� defines the Green’s function
exactly. We see that in the incommensurate case �16� �Fig.
4a� as well as for the combinations �17� of the spin-fermion
model, the spectral density at a hot spot clearly exhibits non-
Fermi-liquid behavior �for large values of the correlation
length � of the fluctuations�. In the case of commensurate
combinations, Eq. �15� �Fig. 4b�, it is precisely at a hot spot
that the spectral density has a single peak and, in this sense,
is similar to the spectral density of an ordinary Fermi liquid
even when � is large. However, even in the vicinity of a hot
spot the spectral density acquires two non-Fermi-liquid
peaks �the ‘‘shadow’’ band� for large values of � �see the
inset in Fig. 4b�.

Far from hot spots, the velocity projections have, in gen-
eral, opposite signs, even if condition �23� is met. Accord-
ingly, the recurrence relation �14� for the Green’s function is
not exact. At the same time, as � increases, the region with
the hot spot in the momentum space narrows and the accu-
racy of our approximation grows. However, from a discus-
sion in the Appendix it becomes clear that our ansatz �12�
and the solution �14� only slightly overestimate the role of
the finiteness of the correlation length � . There we also pro-
pose a slightly different variant of the solution, Eq. �A11�,
which somewhat underestimates this role. The insets in Fig.
4 depict the energy dependence of the spectral density far
from a hot spot for different combinations, �15� and �16�.

Figure 5 depicts the energy dependence of the spectral
density for the combinations �15� and �16� at a hot spot with
t�/t��0.4, which, according to Schmalian et al.,11,12 corre-
sponds to the YBa2Cu3O6�� system. The spectral density in
the case of the combinations �17� of the spin-fermion model
is very close to that obtained in the incommensurate case
�16�. For such a value of t/t�, even at hot spots the velocity
projections have opposite signs. However, the spectral den-
sity �in the incommensurate case� obtained from the solution
with ‘‘alternating’’ � , Eq. �A11� �the dashed curve in Fig.
5a� is seen to be very close to that obtained from �14�. This

FIG. 3. Fermi surfaces defined by the
spectrum �8� for different values of the
chemical potential � �band filling� and the
parameter t�/t . �a� The case where t�/t
��0.6 and �/t has the following values:
curve 1, �2.2; curve 2, �1.8; curve 3,
�1.666; curve 4, �1.63; curve 5, �1.6;
curve 6, 0; and curve 7, 2; the solution
�14� is exact in the vicinity of hot spots
�the velocity projections are of the same
sign� for �/t��1.666 . . . , and hot spots
exist if �/t is negative. �b� The case where
t�/t��0.4 �which is characteristic of
high-Tc cuprates� and �/t has the follow-
ing values: curve 1, �2.2; curve 2, �2;
curve 3, �1.6; curve 4, �1.3; curve 5, 0;
curve 6, 2; and curve 7, 4; hot spots exist
if �1.6��/t�0.

FIG. 4. Energy dependence of the spectral
density at a hot spot (pxa/��0.1666 and
pya/��0.8333) for different diagram com-
binations at t�/t��0.6 and �/t��1.8,
when the solution �14� is exact: �a� the in-
commensurate case, and �b� the commensu-
rate case. The correlation length corresponds
to the following values of �a: curve 1, 0.01;
curve 2, 0.1; and curve 3, 0.5; ��0.1t . The
insets depict the energy dependence of the
spectral density for the corresponding dia-
gram combinations at �a�0.01: curve 1, at
the hot spot pxa/��0.1666 and pya/�
�0.8333; curve 2, near the hot spot pxa/�
�0.1663 and pya/��0.8155; and curve 3,
far from the hot spot pxa/��0.0 and
pya/��0.333.
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suggests that the ansatz �12� and solution �14� quantitatively
are close to an exact solution. We stress once more that the
solution �14� is exact in the limits �→� and �→0, while for
finite � it provides a good interpolation between the two
limits.

Now consider the one-electron density of states,

N�E ���
p

A�E ,p���
1
� �

p
Im GR�E ,p�, �25�

determined by the integral of the spectral density A(E ,p)
over the entire Brillouin zone. Earlier we have seen that al-
though for some topologies of the initial Fermi surface �band
fillings� we can guarantee that near hot spots the signs of the
velocity projections are the same, far from hot spots the signs
are usually different, and the solution �14� based on the an-
satz �12� is only an approximation. Correspondingly, using
the solution �14� to calculate the density of states also yields
an approximation, according to �25�. Figure 6 depicts the
densities of states obtained from �13�, �15�, and �25� with
allowance for the spectrum �8�, for different diagram combi-
nations, Eqs. �15�, �16�, and �17�, at t�/t��0.4 �Fig. 6a� and
t�/t��0.6 �Fig. 6b�. We see that at t�/t��0.4 the density
of states vs. energy curves acquire a dip �pseudogap�. This
decrease in the density of states is weakly dependent on the

correlation length � �see the inset in Fig. 6a�. If the band
filling is such that the Fermi level � lands in this energy
interval, there are hot spots on the Fermi surface. At t�/t�
�0.6, the region where the hot spots exist is rather wide, but
nevertheless the pseudogap in the density of states is essen-
tially unobservable. What can be seen is a smearing of the
Van Hove singularity, a singularity that exists when there is
no scattering by fluctuations.

3. MODEL OF ‘‘SUPERCONDUCTING’’ FLUCTUATIONS

3.1. Description of model and the solution for the Green’s
function

As noted earlier, pseudogap phenomena can probably be
explained by employing the idea of fluctuation Cooper pair-
ing at temperatures above the superconducting transition
temperature Tc �see Refs. 1, 5–7�. Consider the simplest pos-
sible model approach to this problem. Figure 7a depicts the
self-energy diagram of first order in the fluctuation propaga-
tor of Cooper pairs for T�Tc . Bearing in mind that we wish
to consider both ordinary s-wave pairing and d-wave pairing,
which is a characteristic feature of high-Tc systems, we in-
troduce the pairing interaction of the simplest �separable�
form

FIG. 5. Energy dependence of the spectral
density at a hot spot (pxa/��0.142 and
pya/��0.857) for different diagram combi-
nations at t�/t��0.4 and �/t��1.3,
which approximately corresponds to high-Tc
cuprates: �a� the incommensurate case �the
dashed curve represents the spectral density
for the incommensurate case obtained by
�A11��, and �b� the commensurate case. The
correlation length corresponds to the follow-
ing values of �a: curve 1, 0.01; curve 2, 0.1;
and curve 3, 0.5; ��0.1t . The insets depict
the energy dependence of the spectral den-
sity for the corresponding diagram combina-
tions at �a�0.01: curve 1, at the hot spot
pxa/��0.142 and pya/��0.857; curve 2,
near the hot spot pxa/��0.145 and pya/�
�0.843; and curve 3, far from the hot spot
pxa/��pya/��0.375.

FIG. 6. One-electron density of states for
different diagram combinations: �a� the case
where t�/t��0.4 and �/t��1.3, and �b�
the case where t�/t��0.6 and �/t��1.8.
Curves 1 correspond to the incommensurate
case, curves 2 to the commensurate case,
curves 3 to the combinations of the spin-
fermion model, and curves 4 to the case
where there is no AFM fluctuations. The
dotted curves represent the spectral density
for the incommensurate case obtained by
�A11�, �/t�1, and the correlation length
corresponds to �a�0.1. The insets depict
the one-electron densities of states energy
for the corresponding diagram combinations
at �a�0.1 �curves 1� and �a�0.01 �curves
2�.
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V�p,p����Ve���e����, �26�

where � is the polar angle specifying the direction of the
electron momentum p in the plane, and for e(�) we use the
model dependence adopted in Refs. 26 and 27:

e����� 1 for s�wave pairing,
�2 cos 2� for d�wave pairing.

�27�

As usual, the coupling constant V is assumed finite for elec-
trons within an energy layer near the Fermi surface. Then the
self-energy part corresponding to Fig. 7a takes the form

���n ,p���
mp

Veff� i�m ,q�G� i�m�i�n ,�p�q�, �28�

where the effective interaction with SC fluctuations is given
by the expression

Veff� i�m ,q�

��
Ve2���

1�VT �
np

G0� i�n ,p�G0� i�m�i�n , �p�q�e2���

.

�29�

Below we assume that the SC fluctuations are static, so that
in �33� we can limit ourselves to the term with �m�0. Here
the static approximation is valid for �T��SC�8(T
�Tc)/� , which is formally similar to the condition �T
��sf used in the hot-spot model. The closer the system is to
the superconducting transition point, the better the condition
is met. Then the effective interaction can be written

Veff�q���
�̃2e2���

��2�T ��q2 , �30�

where

��T ��
�0

��T�Tc�/Tc
, �0� 0.18vF/Tc , �31�

with �0 the ordinary coherence length of the superconductor,
and �̃2�1/N(EF)�0

2 �here N(EF) is the density of states at
the Fermi level EF). Of course, within the elementary BCS
model considered here,

�̃�2�2Tc
Tc

EF
��0

�0

EF
��0

�where �0 is the energy gap of the superconductor at T
�0), and so the obvious problem of explaining the scale of

the anomalies observed in the experiments arises. However,
below we again assume that � and �̃ are phenomenological
parameters of the theory, bearing in mind that in high-Tc
systems these parameters should be found from experiments
rather than from a simple BCS-type theory, which does not
apply to this case anyway.

Reasoning in the same way as we did in passing from �2�
to �4�, instead of �30� we introduce the model interaction

Veff�q����2e2���
2��1

��2�qx
2

2��1

��2�qy
2 , �32�

where �2��̃2/4. Quantitatively this is very close to Eq. �30�
and simplifies calculations significantly by making it pos-
sible to classify the contributions of higher-order diagrams.
In this case the first-order contribution of the diagram in Fig.
7a has the form

� (1)��n ,p��
�2e2���

i�n��p�i� �vx���vy��� sign �n
, �33�

where vx�vF cos �, vy�vF sin �, and ����1. The contri-
bution of the second-order diagram in Fig. 7b is

� (2)��n ,p����2e2����2

�� dq1x

�

�

�2�q1x
2 � dq1y

�

�

�2�q1y
2

�� dq1x

�

�

�2�q2x
2 � dq1y

�

�

�2�q2y
2

�
1

� i�n��p�v1–q1�2

1
i�n��p�v2–q1�v2–q2

,

�34�

where v1��v2�vF . We can easily see that in the given
problem we have essentially the same rules of the diagram-
matic technique as in the hot-spot model with combinations
corresponding to the incommensurate case. This becomes es-
pecially obvious if we study the topology of the interaction
line �the fluctuation propagator of Cooper pairs� in the dia-
gram of Fig. 7a: we see that in higher orders the only dia-
grams that exist are those in which the interaction line sur-
rounds an even number of vertices. Equation �34� is similar
to �9�, but the signs of the velocity projections in the denomi-
nators of the Green’s functions are always different, v1
��v2. Hence contributions to the integrals over momentum

FIG. 7. Self-energy diagrams in the model of SC fluctuations:
�a� the first-order diagram with an ‘‘explanation’’ of the mean-
ing of the wave line, the fluctuation operator of Cooper pairs
�the dashed lines correspond to pairing interaction�, and �b� the
second-order diagram.
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transfer in higher-order diagrams are provided not only by
the poles of Lorentzians but also by the poles of the Green’s
functions. Nevertheless �bearing in mind the discussion in
the Appendix� we can estimate the contribution of higher-
order diagrams by using the ansatz �12�, i.e., we calculate all
the integrals in, say, �34� as if the velocity projections were
of the same sign, and then in the answer we put v1��v2
�vF . We again arrive at a recurrence relation for the
Green’s function of the form �14�:

�k��n ,�p�

�
�2e2���v�k �

i�n���1 �k�p�ikvF�� �cos ����sin �����k�1��n ,�p�
,

�35�

where v(k) has been defined in �16�. Of course, Eq. �35� is
an approximation, but it gives the exact result in the limits
�→0 (�→�) and �→� (�→0) and provides a fairly good
�quantitative� interpolation between these two limits for fi-
nite correlation lengths.

3.2. Spectral density and density of states

Figure 8a depicts the energy dependence of the spectral
density A(E ,p) �Eq. �24�� of the one-particle Green’s func-

tion calculated by �35� for different values of the polar angle
� determining the direction of electron momentum in the
plane �here we assume that �p��pF) for the case of d-wave
fluctuation pairing. Clearly, in the vicinity of the point
(�/a ,0) of the Brillouin zone, the spectral density exhibits
non-Fermi-liquid �pseudogap� behavior. As the vector p ro-
tates in the direction of the zone diagonal, the double-peak
structure disappears and the spectral density becomes a typi-
cal Fermi-liquid spectral density with a single peak, and the
closer the value of � is to �/4 the narrower the peak. The
spectral density undergoes a similar transformation as the
correlation length � becomes smaller.

Figure 8b depicts the evolution of f (E)A(E ,p) �here
f (E) is the Fermi distribution�, which is actually the param-
eter measured in ARPES experiments.2 Note that the curves
in Fig. 8b closely resemble the curves obtained in Refs. 11
and 12 in the hot-spot model. The picture of destruction of
the Fermi surface suggested by these calculations is very
similar to the one that follows from the experimental data
obtained by Norman et al.28 for Bi2Sr2CaCu2O8�� .

In the case of s-wave fluctuation pairing, the pseudogap
appears isotropically on the entire Fermi surface, and the
spectral density is of the non-Fermi-liquid type everywhere
for large fluctuation lengths � of SC fluctuations.

FIG. 8. �a� Energy dependence of the spec-
tral density A(E ,p) for the case of d-wave
fluctuation pairing at different values of the
polar angle � , which defines the direction of
electron momentum in the plane: curve 1,
��0; and curve 2, ���/6. The correlation
length corresponds to vF�/��0.5 �solid
curves�. �b� Energy dependence of the prod-
uct f (E)A(E ,p) ( f (E) is the Fermi func-
tion�: curve 1, ��0; curve 2, ���/6;
curve 3, ���/4.83. The temperature �in the
Fermi function� is T�0.1� , and vF�/�
�0.5.

FIG. 9. One-electron density of states in the
model of SC fluctuations: �a� in the case of
s-wavepairing, and �b� in the case of d-wave
pairing. The curves are built for the follow-
ing values of the parameter vF�/� , which
determines the correlation lengths of short-
range-order fluctuations: 0.1 �curve 1�, 0.5
�curve 2�, 1.0 �curve 3�, and 2.0 �curve 4�.
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In Fig. 9 we present the results of calculations of the
one-electron density of states using �35� for the case of
s-wave pairing �Fig. 9a� and in the case of d-wave pairing
�Fig. 9b� for different correlation lengths of the SC fluctua-
tions. We see that for d-wave pairing the pseudogap in the
density of states is not so pronounced as for s-wave pairing,
even for large correlation lengths of the fluctuations. At the
same, Fig. 9 clearly shows that in the model of SC fluctua-
tions the pseudogap is more pronounced than the hot-spot
model discussed earlier.

4. CONCLUSION

We have examined almost exactly solvable models of
the pseudogap state of the electronic spectrum of two-
dimensional systems. These models are based on alternative
scenarios of the origin of these anomalies: the picture of
‘‘dielectric’’ �AFM, SDW, CDW� fluctuations, which gives
rise to the hot-spot model, and the picture of fluctuational
formation of Cooper pairs above Tc �SC fluctuations�. The
term ‘‘almost exactly solvable’’ means that in this approach
it is possible to sum the entire series of Feynman diagrams
for the one-electron Green’s function �and actually also for
the two-electron Green’s function16,17�, using for the higher-
order diagrams the approximate ansatz �12�. As shown in the
Appendix and also by the numerical examples in the main
body of the text, the ansatz guarantees a rather good approxi-
mation �speaking quantitatively� to the exact solution in the
region of finite correlation lengths � of short-range-order
fluctuations, while in the limits �→� and �→0 our solution
is exact.

Our calculations of spectral densities have shown that in
both scenarios we can obtain a rather appealing picture �from
the standpoint of possible comparison with the experimental
data in high-Tc cuprates� of destruction of the Fermi-liquid
state in specific �hot� parts of the Fermi surface, with the
Fermi-liquid state retained in the remaining �cold� part of the
Fermi surface. Such non-Fermi-liquid behavior is due to the
strong scattering of electrons by short-range-order fluctua-
tions, and the larger the correlation length � the more pro-
nounced the behavior. At the same time, there are certain
differences between these two scenarios, which can, in prin-
ciple, be utilized in the analysis of the situation in real sys-
tems. In particular, in the hot-spot model �AFM fluctuations�,
the pseudogap in the density of states is relatively small �see
Fig. 6�. In the model of SC fluctuations the pseudogap in the
density of states is much more visible �see Fig. 9�. At the
same time, the model of dielectric AFM fluctuations appears
to be more attractive even from a simple consideration of the
phase diagram of a high-Tc system: pseudogap anomalies are
observed in the underdoped region, and the closer the system
is to a dielectric AFM state the more pronounced are the
anomalies. It is in this region that we can expect the short-
range-order dielectric �AFM� fluctuations to play a more im-
portant role, the correlation length � to increase, etc. It is
rather difficult to understand why in this region of the phase
diagram the fluctuational formation of Cooper pairs �SC
fluctuations� may become more important. On the contrary,
it would seem that such formation should manifest itself in

the region close to optimal doping �corresponding to the
maximum superconducting transition temperature�. More-
over, an obvious problem inherent in this scenario is that of
explaining the characteristic scales of the anomalies �in tem-
perature and in energy�. The problem cannot be resolved by
using simple approaches based on the BCS theory—the so-
lution requires new microscopic approaches.5,7 The models
considered in the present paper are useful in analyzing the
pseudogap formation in both scenarios, since they are actu-
ally based on a fairly general �semiphenomenological� form
of the correlation function of short-range-order fluctuations.

The authors would like to express their gratitude to Oleg
Tchernyshyov for supplying the preliminary information on
his analysis of the one-dimensional model. This was partially
supported by the Russian Fund for Fundamental Research
�Project 96-02-16065� and Project No. IX.1 of the Statistical
Physics State Program and Project No. 96-051 of the High-
Tc Superconductors State Program of the Russian Ministry
of Science.

APPENDIX: ANALYSIS OF THE ONE-DIMENSIONAL MODEL

Let us examine in greater detail the use of the ansatz
�12� in estimating the contributions of higher-order dia-
grams. We limit ourselves to the analysis of the one-
dimensional model,15–17 since in one dimension the problem
is most serious.22 We are interested in the vicinity of the
Fermi points �pF and �pF , with electrons scattered by
Gaussian short-range-order fluctuations scattering by a mo-
mentum Q���2pF , shifting them from one end of the
Fermi line to the other with an accuracy of order ��1��
�Refs. 13–17�. We examine the electronic spectrum in the
linearized approximation, �p�pF

���vFp , and assume, for
the sake of brevity, that vF�1. Here the system consists of
two types of electron: those electrons that move to the left,
and those that move to the right. It is convenient to do our
analysis in a representation22 in which the equation of mo-
tion for the electrons in the given model takes the form18,22

� i 1̂
�

�t �i�̂3
�

�x � �̂� t ,x ��� 0 ��x �

�*�x � 0 � �̂� t ,x �.

�A1�

We limit ourselves to incommensurate fluctuations, i.e.,
�*(x)��(x). The spinor �̂�(��

��) describes ‘‘right’’ and
‘‘left’’ electrons. The fluctuations �(x) are assumed Gauss-
ian with ��(x)��0 and ��*(x)�(x�)�����2exp(���x
�x��). The free propagator in the frequency–coordinate rep-
resentation is

G0��x ��i����3x �sign���exp� i��3x �, �A2�

with �3��1 for right particles and �3��1 for left par-
ticles. A particle traversing a path of length l produces a
phase factor ei�l. When calculating specific diagrams, it is
convenient to change the integration variables from the co-
ordinates xk of interaction vertices to the lengths lk of paths
traversed by particles from one scattering act to another.22

Here it is important to account for the fact that these path
lengths are not independent, since for a given diagram the
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total particle displacement x�x� is always fixed. The rules
of the diagrammatic technique for calculating G(� ,x�x�)
that result are as follows:22

1. A solid line of length lk yields a factor
�ieilk(��(�1)kp).

2. A wavy �interaction� line connecting vertices m and n
gives a factor

���2exp����xm�xn������2exp� ��� �
k�m

n�1

��1 �klk� � .

3. Integration over all lk is done from 0 to � .
4. Integration over p is done with a weighting factor

eip(x�x�)/2� .
In calculating G(� ,p) the last rule can simply be

dropped. These rules show that allowing for the finiteness of
the correlation length ����1 leads in each diagram to a
damping of the corresponding transition amplitude with the
displacement of the particle. Taking this effect into account
exactly constitutes a complicated problem, but lower and up-
per bounds on this effect can be found. On the one hand, we
have the obvious inequality

exp� ��� �
k�m

n�1

��1 �klk� � �exp� �� �
k�m

n�1

lk� . �A3�

By using the right-hand side of �A3� as the interaction line
we overestimate the transition amplitude damping �i.e., ef-
fectively overestimate �). We can easily see that the use of
this approximation in calculating the Green’s function in the
momentum representation amounts to adding i� to the de-
nominator in each Green’s function surrounded by the inter-
action line and yields an expression for any higher-order cor-
rection of the form �12� �cf. Ref. 22�. For instance, the
following expression corresponds to the diagram in Fig. 1b
�we assume that ��0 and ��0�):

�G�� ,p ���4 1
��p�i� � 1

��p�i�

�
1

��p�2i�
1

��p�i� � 1
��p�i� , �A4�

which is similar to �9� and �11�. On the other hand, we can
employ the inequality

exp� ��� �
k�m

n�1

��1 �klk� � �exp� �� �
k�m

n�1

��1 �k�mlk� .

�A5�

By using the right-hand side of �A5� for the interaction line
we underestimate the transition amplitude damping �i.e., ef-
fectively underestimate �). It may seem that this choice of
the expression for the interaction line can even increase the
transition amplitude over its value at ��0, but this is not so.
Since we are considering the incommensurate case, where
the interaction line surrounds only an even number of verti-
ces �i.e., an odd number of lk), the choice of a specific sign
in the exponent after the absolute-value sign has been re-
moved is determined by what number of lk is greater, the
odd or the even. This leads to a situation in which the effec-

tive transition amplitude of any higher-order diagram can
only decrease. For the diagram in Fig. 1b in the coordinate
representation the contribution of the interaction lines is

e��l2e���l1�l2�l3�→e��l2e��� l1�l2�l3��e��� l1�l3�.
�A6�

In the momentum representation this yields

�G�� ,p ���4 1
��p�i� � 1

��p�i�
1

��p�i�
1

��p�i� �
�

1
��p�i� , �A7�

An analysis of any higher-order diagram shows that in this
case the contributions of all N-order diagrams are equal and
in the momentum representation have the form �the
alternating-� ansatz�

GN�� ,p �����2N 1

���p�i��N�1

1

���p�i��N . �A8�

Then the entire series can easily be summed, much like the
case with ��0 �Refs. 13 and 14�, and for the Green’s func-
tion we obtain

GR�� ,p �� �
N�0

�

N! GN�� ,p �

��
0

�

d� e��
��p�i�

���p�i�����p�i�������2 .

�A9�

This expression can easily be used to calculate the corre-
sponding spectral density or the one-particle density of
states:

N���

N�EF�
�

vF�

� �
��

�

d�p�
0

�

d�

�e��
����2

��2��p
2�����2�2��vF��2����p�2 ,

�A10�

where we have restored vF . In Fig. 10 we compare the den-
sities of states for different values of � �or correlation length�
that we calculated by the alternating-� ansatz and a recur-
rence relation of the form �12� in the one-dimensional
model.15–17 We see that the results are quantitatively close
for almost all values of � . Since, as noted earlier, our main
ansatz �12� and �A4� somewhat overestimates the role of the
finiteness of � , while the alternating-�ansatz �A7� underes-
timates it, we can easily see that the exact value of the den-
sity of states differs little from the these two approximation
to the contributions of higher-order diagrams. The situation
with the spectral densities is similar. Actually this means that
the results for the main physical quantities determined by the
one-electron Green’s function are not strongly dependent on
the way in which a finite � enters the expressions for higher-
order diagrams. What is important is that we must take into
account �at least approximately� all perturbation-theory dia-
grams with allowance for their different combinations. This
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should not come as a big surprise, since the main effect of
pseudogap formation is due primarily to backward scattering
by a vector Q�2pF , which is accounted for exactly in the
limit �→0, while the effect of a finite � reduces to an addi-
tional weak modulation of the random field, which leads to
damping of the field’s correlator and smearing of the
pseudogap.

Naturally, the alternating-� ansatz can also be written in
the form of a recurrence relation of the form �14� for two-
dimensional models, which were discussed in the main body
of the text. For instance, if the hot-spot model we have

�k��n ,�p���2 v�k �

i�n��k�i�kvk���k�1��n ,�p�
,

�A11�

where �k�1 for odd k, and �k�0 for even k. The other
notation is explained in the main body of the text. The data
on the density of states obtained via �A11� are depicted in
Fig. 6 and corroborate our conclusions. For the model of SC
fluctuations an expression similar to �A11� can also easily be
written.

Note that the alternating-� ansatz is formal and is used
here only to show that this more or less arbitrary approxima-
tion �which underestimates the role of the finiteness of � in
higher-order diagrams� leads to results that are quantitatively
very close to those obtained by the building-up-� ansatz �12�
and �A4� �which generally overestimates this role�. The latter
approximation was used in Refs. 15–18 and in the main part
of the present paper and has a much deeper meaning. As
noted earlier, this approximation is exact in the vicinity of
hot spots for values of the parameters of the bare spectrum, t,
t�, and � �topologies of the Fermi surface�, that guarantee
equal signs for the velocity projections at the hot spots con-
nected by the vector Q. Reasoning along similar lines, in the
one-dimensional model we can obtain an expression of the
form �12� or �A4� for the higher-order contributions if we
consider a model for the correlator of short-range-order fluc-

tuations with its maximum at an arbitrary scattering vector Q
much shorter than pF . In this case, for large correlation
lengths � , the electrons are scattered by fluctuations, staying
always on one branch �right or left� of the spectrum. Here
expressions if the form �A4� remain exact. After this is done,
in the final expressions for the contributions of higher-order
diagrams we perform a continuation to the region Q�2pF of
interest to us, since the only dependence on Q is already
present via the bare electron spectrum. A similar result can
be achieved by varying the chemical potential � �band fill-
ing�.

*�E-mail: kuchinsk@ief.uran.ru
†�E-mail: sadovski@ief.uran.ru
1�A model similar in meaning to the one used here but differing somewhat

from �4� was employed by Schmalian et al.:11,12

Veff�k���2 2��1

��2�k �
2

2��1

��2�k�
2 ,

where k � and k� are the projections of the vector k parallel and perpen-
dicular to vp�Q , so that a result similar to �7� is obtained:

���n ,p��
�2

i���p�Q�i�vp�Q�k sign �n
.

2�In the model of Veff employed by Schmalian et al.11,12 for the case
vp–vp�Q�0 the following expression can be derived in a similar way:

��b����c���4 1

� i�n��p�Q�i�vp�Q���2

�
1

i�n��p�Q�i2�vp�� �cos����sin ����
,

where � is the angle between vp and vp�Q .
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1. INTRODUCTION

Among the numerous anomalies in the electronic
properties of high-temperature superconductors partic-
ular interest is being directed toward the pseudogap
state observed mainly at below-optimum carrier con-
centrations [1, 2]. These anomalies appear in many
experiments such as optical conductivity measure-
ments, NMR, inelastic neutron scattering, angle-
resolved photoemission spectroscopy (ARPES), and so
on (see the review [1]). Particularly clear evidence of
the existence of this state is observed in ARPES exper-
iments [1, 3] which demonstrate essentially anisotropic
changes in the spectral density of the carriers over a
wide range of temperature in the normal and supercon-
ducting phases of these systems. The maximum of
these anomalies is observed near the point (

 

π

 

, 0) in the
Brillouin zone, while they are almost completely
absent in the direction of the zone diagonal [near the
point (

 

π

 

, 

 

π

 

). Qualitatively these anomalies can be con-
sidered as the complete “destruction” of the Fermi sur-
face near the point (

 

π

 

, 0), with Fermi-liquid behavior
conserved in the direction of the diagonal. In this sense
it is usual to talk of the “

 

d

 

-symmetry” of the pseudogap
matching the symmetry of the superconducting gap in
these compounds [1–3]. However, the fact that
pseudogap anomalies are observed up to temperatures

 

T

 

 ~ 

 

T

 

*, appreciably higher than 

 

T

 

c

 

, may indicate that the
nature of these anomalies is completely different and is
not directly related to superconducting pairing. This
conclusion is also supported by the fact that the
pseudogap state is mainly observed for nonoptimum
compositions close to the antiferromagnetic phase of
high-temperature superconducting cuprates.

In the theoretical context, attempts to construct
models of the pseudogap state of high-temperature

superconductors follow two main approaches. One is
based on the very popular model of the formation of
Cooper pairs above the superconducting transition tem-
perature [2, 4–7]. The other assumes that the pseudogap
state is caused by fluctuations of the antiferromagnetic
short-range order (see, for example, [8–12]). 

Most theoretical studies have been made of the
pseudogap state in the normal phase a 

 

T

 

 > 

 

T

 

c

 

. In a recent
study [13] Posazhennikova and Sadovskii proposed a
very simple, exactly solvable model of the pseudogap
state, based on the concept that the Fermi surface has
“hot” (planar) sections, and this model was used to con-
struct a Ginzburg–Landau expansion for various types
of Cooper pairing and to study the qualitative effects of
the pseudogap (caused by fluctuations of the antiferro-
magnetic short-range order) on the fundamental prop-
erties of superconductors near 

 

T

 

c

 

. The present paper is
devoted to the further development of this simplified
model and analyzes the characteristic features of the
superconducting state over the entire temperature range

 

T

 

 < 

 

T

 

c

 

.

2. MODEL OF THE PSEUDOGAP STATE

We shall analyze an extremely simplified model of
the pseudogap state [13] based on a pattern of well-
developed fluctuations of the short-range antiferromag-
netic order, similar to the model of “hot spots” on the
Fermi surface [11].

 

1

 

 We shall assume that the Fermi
surface of a two-dimensional electron system has the
form shown in Fig. 1. This type of Fermi surface has in
fact been observed in ARPES experiments on high-

 

1

 

We note that our analysis can essentially also be applied to the
case of short-range order fluctuations of the charge density wave
type and other similar models.
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Abstract

 

—An analysis is made of characteristics of the superconducting state (

 

s

 

- and 

 

d

 

-pairing) using a simple,
exactly solvable model of the pseudogap state produced by fluctuations of the short-range order (such as anti-
ferromagnetic) based on a Fermi surface model with “hot” sections. It is shown that the superconducting gap
averaged over these fluctuations is nonzero at temperatures higher than the mean-field superconducting transi-
tion temperature 

 

T

 

c

 

 over the entire sample. At temperatures 

 

T

 

 > 

 

T

 

c

 

 superconductivity evidently exists in isolated
sections (“drops”). Studies are made of the spectral density and the density of states in which superconducting
characteristics exist in the range 

 

T

 

 > 

 

T

 

c

 

 however, in this sense the temperature 

 

T

 

 = 

 

T

 

c

 

 itself is no different in any
way. These anomalies show qualitative agreement with various experiments using underdoped high-tempera-
ture superconducting cuprates. 
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temperature superconducting cuprates (see, for exam-
ple, the very recent studies [14, 15]). We shall assume
that the fluctuations of the short-range order are static
and Gaussian, determining their correlation function in
the following form (see [8]):

(1)

where 

 

ξ

 

 is the correlation length of the fluctuations and
the scattering vector is taken in the form 

 

Q

 

x

 

 = 

 

±

 

2

 

k

 

F

 

,

 

Q

 

y

 

 = 0 or 

 

Q

 

y

 

 = 

 

±

 

2

 

k

 

F

 

, 

 

Q

 

x

 

 = 0. We postulate that only elec-
trons from the planar (“hot”) parts of the Fermi surface
shown in Fig. 1 interact with these fluctuations and this
scattering is in fact one-dimensional. The effective
electron interaction with these fluctuations will be
described by (2

 

π

 

)

 

2

 

W

 

2

 

S

 

(

 

q

 

) where the parameter 

 

W

 

 has
the dimensions of energy and determines the energy
scale (width) of the pseudogap.

 

2

 

 The choice of scatter-
ing vector 

 

Q

 

 = (

 

±

 

2

 

k

 

F

 

, 0) or 

 

Q

 

 = (0, 

 

±

 

2

 

k

 

F

 

) implies a pat-
tern of incommensurate fluctuations (it is possible to
generalize to the commensurate case [13] but we do not
consider this here). In the limit 

 

ξ

 

  

 

∞

 

, this model can
have an exact solution using methods proposed for the
one-dimensional case in [16]. For finite 

 

ξ

 

 we can con-
struct an “almost” exact solution [11, 12] using a gen-
eralization of the one-dimensional approach developed
in [17, 18]. In the present study we only consider the
simplest variant of the model with 

 

ξ

 

  

 

∞

 

, when the
effective interaction with the fluctuations (1) has the
very simple form:

 

3

 

 

(2)

In this case we can easily sum all the perturbation the-
ory series for an electron scattered at these fluctuations

 

2

 

We can say that we are introducing the effective interaction “con-

stant” with fluctuations of the type 

 

W

 

p

 

 = 

 

W

 

[

 

θ

 

(  – 

 

p

 

x

 

)

 

θ

 

(  + 

 

p

 

x

 

) +

 

θ

 

(  – 

 

p

 

y

 

)

 

θ

 

(  + 

 

p

 

y

 

)].

 

3

 

We stress that because of the Gaussian nature of the fluctuations
the limit 

 

ξ

 

 

 

 0 does not imply the establishment of any long-
range order.

S q( ) 1

π2
----- ξ 1–

qx Qx–( )2 ξ 2–+
------------------------------------- ξ 1–

qy Qy–( )2 ξ 2–+
-------------------------------------,=

px
0

px
0

py
0

py
0

2π( )2W2 δ qx 2 pF±( )δ qy( ) δ qy 2 pF±( )δ qx( )+{ } .

[16] and for the single-electron Green’s function we
obtain [13]

(3)

where ξp = vF(|p| – pF) (vF is the velocity at the Fermi
surface), en = (2n + 1)πT, and the fluctuating dielectric
gap D(φ)) is only nonzero in the hot sections:

(4)

where α = /pF) and φ is the polar angle deter-
mining the direction of the vector p in the plane pxpy.
For other values of φ the value of D(φ) is obviously
determined by analogy with (4) from symmetry con-
cepts.

The amplitude of the dielectric gap D is random and
obeys a Rayleigh distribution [17] (its phase is then also
random and uniformly distributed on the interval (0, 2π)):

(5)

Thus, at the hot sections the Green’s function has the
form of a “normal” Gor’kov Green’s function averaged
over the fluctuations of the dielectric gap D distributed
in accordance with (5). The “anomalous” Gor’kov
functions at these “dielectrified” sections are zero
(because of the random phases of the dielectric gap D),
which corresponds to the absence of any long-range
order but their pair averages are nonzero and make
some contribution to the two-particle Green’s function
[13, 16]. By varying the parameter α in (4) in the range
0 ≤ α ≤ π/4, we can change the size of the hot sections
on the Fermi surface for which the nesting conditions
ξp – Q = –ξp is satisfied. In particular α = π/4 corre-
sponds to a square Fermi surface. Outside the hot sec-
tions [the second inequality in (4)] the Green’s func-
tion (3) is simply the same as the Green’s function of
the free electrons.

Results of calculations of the electron density of
states and the spectral density corresponding to (3) are
presented in [13] and demonstrate the formation of a
pseudogap (having the characteristic width ~2W) and
non-Fermi-liquid behavior at the hot sections. In the
model having a finite correlation length ξ the Green’s
function for these sections is represented as a continu-
ous fraction [19] (see similar results in [11, 12, 17, 18]).
In this case, the spectral density demonstrates increasingly
smeared behavior (compared with the case ξ  ∞) with
decreasing ξ, which was described in detail in [11, 12,
18]. In [19] this model was used to calculate the optical
conductivity of a two-dimensional system in the
pseudogap state.
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Fig. 1. Fermi surface of a two-dimensional system. The hot
sections, of width ~ξ–1, are shown by the heavy lines.
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3. SUPERCONDUCTIVITY
IN THE PSEUDOGAP STATE

We shall now analyze superconductivity using this
model. We shall assume that superconducting pairing is
caused by an attractive potential which has the follow-
ing very simple form [13]:

(6)

Here φ is the angle which, as before, determines the
direction of the electron momentum p in the plane and
for e(φ) we take the simplest model dependence:

(7)

The attraction constant V is usually assumed to be non-
zero in a certain layer of width 2ωc near the Fermi level
(ωc is the characteristic quantum frequency responsible
for the attraction of electrons). In this case, the super-
conducting gap has the form

(8)

We shall first consider superconductivity in a system in
which there is a fixed dielectric gap D at the “hot” sec-
tions of the Fermi surface. The problem of supercon-
ductivity in a system with a partially dielectrified spec-
trum at various parts of the Fermi surface has been
addressed in various studies (see, for example [20, 21])
and was analyzed by Bilbro and McMillan [22] using a
model very close to our case, from which we can use
some of the results directly or simply generalize them. 

In particular, for s-pairing the equation for the
superconducting gap ∆ in this model has the form

(9)

where λ = VN0(0) is the dimensionless pair-interaction
constant [N0(0) is the density of states of free electrons
at the Fermi level] and the parameter  = 4α/π deter-
mines the fraction of hot (planar) sections on the Fermi
surface.

In equation (9) the first term on the right-hand side
corresponds to the contribution of hot (dielectrified)
sections for which the electron spectrum has the form

[22] Ep =  and the second term gives the
contribution of the “cold” (metal) sections where the
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spectrum has the usual form in BCS theory: Ep =

. Equation (9) determines the superconduct-
ing gap ∆(D) for a fixed dielectric gap D which is non-
zero at the “hot” sections. 

For d-pairing the similar equation has the form

(10)

It can be seen from these equations that ∆(D) decreases
with increasing D and ∆(0) is the same as the usual gap
∆0 in the absence of any dielectrification at the planar
sections which appears at the temperature T = Tc0 deter-
mined by

(11)

both for s- and d-pairing.
For D  ∞ the first terms in (9) and (10) vanish

since the corresponding equations for ∆∞ = ∆(D  ∞)
have the form

(12)

(13)

Equation (12) agrees with the equation for the gap D = 0

with the renormalized coupling constant  = λ(1 – )
so that for s-pairing 
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and thus a nonzero gap for D  ∞ appears when
T < Tc∞,
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For the case of d-pairing we obtain from equation (13)

(16)

where 

(17)

is the effective fraction of planar sections for d-pairing.
Hence, for T < Tc∞ the gap is nonzero for any values of
D and decreases from ∆0 to ∆∞ with increasing D. When
Tc∞ < T < Tc0, the gap is only nonzero when D < Dmax. The
corresponding dependences of ∆ on D are easily
obtained by solving equations (9) and (10) numerically. 

In our model of the pseudogap state the dielectric
gap D is not fixed but is a random quantity with a dis-
tribution given by (5). The equations obtained above
must be averaged over all these fluctuations. Then we
can directly calculate the exact superconducting gap
〈∆〉  averaged over the fluctuations of D:

(18)

The dependences ∆(D) described above have the result
that the average gap (18) is nonzero as far as T = Tc0,
i.e., as far as the superconducting transition tempera-
ture in the absence of pseudogap anomalies. However,
the superconducting transition temperature Tc in a
superconductor with a pseudogap is clearly lower than
Tc0 [13]. This paradoxical behavior of 〈∆〉  evidently
implies that local regions with ∆ ≠ 0 (superconducting
drops) induced by fluctuations of D appear over the
entire temperature range Tc < T < Tc0 and a supercon-
ducting state coherent over the entire sample is only
established in the region T < Tc. Quite clearly, this qual-
itative picture can only be completely substantiated by
analyzing a more realistic model where the fluctuations
of the antiferromagnetic short-range order have a finite
length ξ.4 However, the simplicity of the ξ  ∞
model considered here means that an exact solution can
be obtained immediately for 〈∆〉 . 

In order to determine the superconducting transition
temperature Tc in the entire sample we shall use the
standard procedure of the mean-field approximation
(see, for example, a similar procedure applied to a
superconductor with impurities [24]) which is under
the assumption of self-averaging of the superconduct-
ing gap over the fluctuations of D (i.e., ∆ is independent

4 The qualitative situation here resembles the formation of an inho-
mogeneous superconducting state induced by strong fluctuations
of the local density of states near the Anderson metal–insulator
transition [23, 24].
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of the fluctuations of D). The equations for the mean-
field gap ∆mf then have the form
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for s-pairing and
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for d-pairing.

From equations (19) and (20) we can easily derive
the corresponding equations for Tc. For example, for
s-pairing we have

(21)

For d-pairing  in (21) must be replaced by αd from
(17). These equations for Tc are the same as those
obtained in the microscopic derivation of the Gin-
zburg–Landau expansion using this model in [13]
where they were studied in detail. In general we always
have Tc∞ < Tc < Tc0. 

1 λ dξ α̃ 2

W2
------- dDD

D2

W2
-------– 

 
---

---
---

---exp

0

∞

∫








0

ωc

∫=

×

ξ2 D2 ∆mf
2+ +

2T
-------------------------------------tanh

ξ2 D2 ∆mf
2+ +

------------------------------------------------ 1 α̃–( )

ξ2 ∆mf
2+

2T
------------------------tanh

ξ2 ∆mf
2+

-----------------------------------+









1 λ 4
π
--- dξ dDD

D2

W2
-------– 

 

-
-
-exp

0

∞

∫








0

ωc

∫=

× dφe2 φ( )

ξ2 D2 ∆mf
2 e2 φ( )+ +

2T
--------------------------------------------------tanh

ξ2 D2 ∆mf
2 e2 φ( )+ +

--------------------------------------------------------------

0

α

∫

+ dφe2 φ( )

ξ2 ∆mf
2 e2 φ( )+

2T
-------------------------------------tanh

ξ2 ∆mf
2 e2 φ( )+

-------------------------------------------------









α

π/4

∫

1 λ α̃ 2

W2
------- dDD

D2

W2
-------– 

 exp

0

∞

∫



=

× dξ

ξ2 D2+
---------------------- ξ2 D2+

2Tc

---------------------- 1 α̃–( ) dξ
ξ

------ ξ
2Tc

--------tanh

0

ωc

∫+




.tanh

0

ωc

∫

α̃



JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS      Vol. 90      No. 3      2000

SUPERCONDUCTIVITY IN A SIMPLE MODEL OF THE PSEUDOGAP STATE 539

The temperature dependences of the average gap 〈∆〉
and the mean-field gap ∆mf obtained by means of a
numerical solution of the equations from our model for
the case of s-pairing are plotted in Fig. 2.5 The gap ∆mf

vanishes when T = Tc < Tc0, while 〈∆〉  is nonzero as far
as T = Tc0, and the corresponding “tails” in the temper-
ature dependence of 〈∆〉  in the range Tc < T < Tc0 are, in
our view, consistent with the existence of supercon-
ducting “drops” in this region in the absence of super-
conductivity over the entire sample, as was described
above. We note that the temperature dependences
〈∆(T)〉  presented in Fig. 2 are similar to those for the
gap in underdoped high-temperature superconducting
cuprates extracted from ARPES experiments [3, 25]
and from measurements of the specific heat [26]
assuming that the observed temperature Tc in these
samples corresponds to our mean-field Tc whereas
drops with 〈∆〉  ≠ 0 exist in the range T > Tc as far as Tc0
which is substantially higher than Tc. This interpreta-
tion of the data would imply that in the absence of a
pseudogap the underdoped cuprates would have a sig-
nificantly higher superconducting transition tempera-
ture.

Although, in our opinion, superconductivity is not
present over the entire sample when Tc < T < Tc0, the
existence of a nonzero average gap 〈∆〉  in this region
leads to the appearance of various anomalies in the
observable quantities, such as the tunneling density of
states and the spectral density measured in ARPES
experiments, as we shall see subsequently. 

4. SPECTRAL DENSITY AND DENSITY
OF STATES

The delayed electron Green’s function near the hot
section of the Fermi surface in the superconducting
state has the form

(22)

The corresponding spectral density is:

(23)

5 For d-pairing the temperature dependences of 〈∆〉  and ∆mf are
qualitatively similar to the corresponding dependences for s-pair-
ing.
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Using the mean-field procedure, in which we assume
that ∆ = ∆mf does not depend on D, we obtain

(24)

In this approximation a gap appears in the spectral den-
sity at the Fermi surface (ξp = 0) when |E| < ∆mf, and dis-
appears when T  Tc(∆mf  0). In fact we have seen
that the gap ∆ depends strongly on the dielectric gap D
[see (9) and (10)] so that from (23) we have

(25)

where Di are the positive roots of the equation D2 +  +
∆2(D)e2(φ) – E2 = 0. The energy dependences of the
spectral density for ξp = 0, i.e., for the electron momen-
tum at the Fermi surface (we shall subsequently confine
our analysis to this case) are plotted in Figs. 3 and 4 for
s- and d-pairing respectively. 
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Fig. 2. Temperature dependences of the superconducting
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curve) for s-pairing: (1) λ = 0.4,  = 2/3, ωc/W = 3 (Tc/Tc0 =
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For Tc∞ < T < Tc0 a discontinuity is observed in the
spectral density at E = Dmax caused by a discontinuity
in the derivative d∆2(D)/dD2 at D = Dmax (i.e., the max-
imum value of D at which the gap ∆(D) is nonzero).
Effects involving the finite correlation length ξ of the
fluctuations inevitably smooth this discontinuity,
although the characteristic dip after the principal spec-
tral density peak is conserved. A similar dip was
observed in the ARPES experiments [1, 3] although
this has not yet been fully interpreted. 

For the case of s-pairing the value of D2 + ∆2(D)
increases with increasing D so that the equation D2 +
∆2(D) – E2 = 0 only has roots for |E| > ∆0. Thus, the gap
in the spectral density is observed when |E| < ∆0 so that
the width of this gap is determined by the value of ∆0

and not ∆mf. In addition, the gap in the spectral density
appears when T = Tc0 and the behavior of the spectral
density at the point T = Tc does not exhibit qualitative
changes.
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Fig. 3. Spectral density at the Fermi surface for s-pairing
and T/Tc0 = (1) 0.8, (2) 0.4, (3) 0.1: (a) λ = 0.4,  = 0.2,
ωc/W = 1 (Tc/Tc0 = 0.71, T/Tc0 = 0.54); dotted curve—mean-
field spectral density Amf (E) for T/Tc0 = 0.4; (b) λ = 0.4,

 = 2/3, ωc/W = 3 (Tc/Tc0 = 0.42, Tc∞/Tc0 = 7 × 10–3); the
dotted curve gives the mean-field spectral density Amf (E) for
T/Tc0 = 0.1.
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Fig. 4. Spectral density at the Fermi surface in the direction
φ = 0 for d-pairing when T/Tc0 = (1) 0.8, (2) 0.6, (3) 0.1:
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For d-pairing when the pseudogap width W is fairly
small and the fraction of planar sections αd is small, the
value of D2 + ∆2(D)e2(φ) also increases with increasing
D and the width of the gap in the spectral density
becomes equal to ∆0e(φ) as in the case of s-pairing.
However, as the pseudogap width W and the fraction of
planar sections increase, D2 + ∆2(D)e2(φ) decreases
with increasing D for fairly small D with the result that
the width of the gap in the spectral density becomes
smaller than ∆0 and for E = ∆0 a discontinuity appears
in the spectral density (the discontinuity at E = Dmax is
also retained).

We shall now analyze the tunneling density of states
N(E). For s-pairing we have

(26)

Under the assumption of self-averaging the gap ∆ is
equal to ∆mf and does not depend on the fluctuations of
D, and then

(27)

In this approximation when |E| < ∆mf a gap appears in the
density of states and disappears when T  Tc(∆mf  0)
but in this case a singularity remains (as discussed in
[13]) in the form of a pseudogap caused by the antifer-
romagnetic fluctuations:

(28)

In fact ∆(D) in (26) depends strongly on D in accor-
dance with (9). It can be seen from (26) and the corre-
sponding dependence ∆(D) that when T < Tc∞ a gap is
observed in the density of states for E < ∆∞ but when
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T > Tc∞, no gap is observed but some contribution to the
pseudogap associated with the superconducting pairing
still remains. For Tc < T < Tc0 the gap function ∆(D) is
nonzero when D < Dmax so that differences from the
pseudogap behavior caused only by antiferromagnetic
fluctuations are observed in the density of states when
Tc < T < Tc0 and the antiferromagnetic pseudogap (28)
is only retained when T > Tc0. 

Figure 5 shows the behavior of the density of states
in the s-case at various temperatures. A kink on the den-
sity of states is observed at |E| = ∆0 and when T > Tc∞ a
second kink is observed for |E| = ∆max > ∆0 although this
kink is only appreciable at high temperatures T ~ Tc0.
The density of states only undergoes qualitative
changes at T = Tc0, and there are no particular features
at the mean-field temperature Tc.

For d-pairing the expression for the density of states
has the form

(29)

Under the assumption of self-averaging the gap ∆ is
equal to ∆mf and does not depend on D. The width of the
superconducting pseudogap in the density of states is
then of the order ∆mf, the corresponding contribution
disappears when T  Tc, and only the pseudogap
associated with the antiferromagnetic fluctuations (28)
remains. In reality in (29) ∆ depends on D and is deter-
mined by equation (10). 

The behavior of the density of states in the d case is
shown in Fig. 6. As in the case of s-pairing a substantial
difference is observed between the exact density of
states and that obtained in the mean-field approxima-
tion as a result of fluctuations of the superconducting
gap (superconducting drops) caused by antiferromag-
netic fluctuations of the short-range order. The exact
density of states does not in fact sense the supercon-
ducting transition in the entire system which takes
place at T = Tc. In this case, the characteristic width of
the superconducting gap (pseudogap) in the density of
states is of the order ∆0 and not ∆mf as follows from the
mean-field approximation. The corresponding contri-
butions become observable at T = Tc0 > Tc.
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5. CONCLUSIONS

In this study we have continued our investigation of
characteristic features of the superconducting state
using a highly simplified model of the pseudogap in a
two-dimensional electron system which can have an
exact solution [13]. The main simplifying assumption
of our model (in addition to the condition of static fluc-
tuations) involves using the limit ξ  ∞ for the corre-

lation length of the antiferromagnetic fluctuations of
the short-range order, which allows us to obtain funda-
mental equations in a fairly clear form. In particular, in
this limit we can easily find an exact expression for the
average superconducting gap (18). In principle, this
model of a pseudogap state can be generalized to finite
correlation lengths [11, 12, 19] although it is unclear
how far an analysis of superconductivity outside the
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scope of the mean-field approach can be carried out as
part of this generalization, as we did above for the case
ξ  ∞. It is qualitatively clear that finite ξ leads to
some smearing of characteristics such as kinks and dis-
continuities, which were obtained in the ξ  ∞ model
in the dependences of Tc and other characteristics of the
superconducting state on ξ.

The results obtained above indicate that the
pseudogap state induced by antiferromagnetic fluctua-
tions of the short-range order (or similar fluctuations of
charge density waves) not only leads to important char-
acteristics of the normal state [11, 12, 19] but also gives
fairly unusual properties of the superconducting state
caused by the partial dielectrification of the electron
spectrum (non-Fermi-liquid behavior) at the hot sec-
tions of the Fermi surface. These characteristics corre-
late with various anomalies observed in the supercon-
ducting state of underdoped high-temperature super-
conducting cuprates. Naturally a more serious
comparison with the experiment can only be made
using a more realistic approach which particularly
allows for the effects of finite correlation length ξ
which in real systems are relatively small. At low tem-
peratures it is also important to allow for the fluctuation
dynamics.
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1. INTRODUCTION

The pseudogap state observed in a wide region on
the phase diagram for HTSC cuprates leads to numer-
ous anomalies in their properties in the normal as well
as superconducting states [1]. These anomalies can be
explained using two basic theoretical scenarios. The
first is based on the model of the formation of Cooper
pairs even above the superconducting transition tem-
perature [2–4], followed by the stabilization of their
phase coherence at 

 

T

 

 < 

 

T

 

c

 

. The second assumes that the
origin of the pseudogap state is associated with fluctu-
ations of the antiferromagnetic (AFM) short-range
order existing in the region of underdoped composi-
tions on the phase diagram [5–7]. A number of recent
experimental results convincingly demonstrate the
validity of the second scenario [8, 9].

Most of theoretical publications are devoted to an
analysis of the models of the pseudogap state in the nor-
mal phase at 

 

T 

 

> 

 

T

 

c

 

. We proposed [10, 11] a very simple
exactly solvable model of the pseudogap, which is
based on the concept of “hot” (planar) regions existing
on the Fermi surface. In the framework of this model,
the Ginzburg–Landau expansion was constructed for
various types of Cooper pairing [10] and the peculiari-
ties of the superconducting state in the range of 

 

T 

 

< 

 

T

 

c

 

[11], caused by short-range fluctuations of the AFM
type, were analyzed. We used an extremely simplified
model of Gaussian short-range fluctuations with an
infinitely large correlation length, which allowed us to
obtain the exact solution for the pseudogap state. In real

systems, the correlation length of AFM fluctuations is
finite and comparatively small [6]. The present work is
mainly devoted to the generalization of the main results
obtained by us earlier [10, 11] to the case of finite cor-
relation lengths of the short-range AFM fluctuations
and to the analysis of the main parameters of the super-
conducting state as functions of this correlation length
and the effective width of the pseudogap.

2. MODEL OF THE PSEUDOGAP STATE

The simplified model of the pseudogap state [10,
11] under investigation is based on the pattern of well-
developed fluctuations of the antiferromagnetic short-
range order and is close to the model of “hot points” on
the Fermi surface [6]. We assume that the Fermi surface
of a 2D electronic system has the form depicted in
Fig. 1. Such a Fermi surface was observed in a number
of ARPES experiments on HTSC cuprates [12, 13]. It
should be noted that the assumption concerning the
existence of plane regions is not of fundamental impor-
tance for our model. However, it considerably simpli-
fied the calculations which could also be in principle
made in a more realistic model of hot points. Such a
model of the Fermi surface was applied long ago to
HTSC cuprates by many authors [14–16] who thor-
oughly analyzed, among other things, the microscopic
criteria for the existence of the antiferromagnetic and
superconducting phases. We will be using a purely phe-
nomenological model presuming the existence in a sys-
tem of static Gaussian fluctuations of a short-range
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order with a correlation function (structural factor) of
the form [5]

(1)

where 

 

ξ

 

 is the correlation length of the fluctuations, and
the scattering vector is taken in the form 

 

Q

 

x

 

 = 

 

±

 

2

 

k

 

F

 

,

 

Q

 

y

 

 = 0, or 

 

Q

 

y

 

 = 

 

±

 

2

 

k

 

F

 

, 

 

Q

 

x

 

 = 0, which envisages the pres-
ence of incommensurate fluctuations. The factorized
form of correlator (1) introduced in [5] considerably
simplifies the calculations and is virtually identical
quantitatively to the conventional isotropic Lorentzian
in the range 

 

|

 

q

 

 – 

 

Q

 

|

 

 < 

 

ξ

 

–1

 

, which is the most important
for our analysis [7].

The least physically justified assumption concerns
the static form of fluctuations and can be used only at
high temperatures [6, 7]. At low temperatures, includ-
ing those corresponding to the superconducting phase,
the spin dynamics may naturally turn out to be quite
significant. This also applies to the microscopic theory
of Cooper pairing in the model of a “nearly antiferro-
magnetic” Fermi liquid [17, 18]. However, we
assume that the static approximation used here is
sufficient for an analysis of the qualitative effect of
pseudogap formation on the superconductivity, which
will be described by using a purely phenomenological
approach of the BCS theory.

We present the effective interaction of electrons
with AFM fluctuations in the form

(2)

where parameter 

 

W

 

 determines the energy scale (width)
of the pseudogap. We assume that only the electrons
belonging to planar (hot) regions on the Fermi surface
interact with fluctuations, so that the value of 

 

W 

 

effec-
tively differs from zero only for these electrons [10,
11]. We completely disregard the spin structure of the
interaction, which could be easily taken into account
[6], but this would make our calculations more cumber-
some. In this sense, our analysis can be applied literally
to a description of the interaction between short-range
fluctuations and charge density waves rather than spin
density waves. We also assume that this simplifying
assumption is insignificant for an analysis of the quali-
tative effects of the pseudogap state on superconductiv-
ity that we are interested in.

The factorized form of correlator (1), and hence of
the effective interaction (2), makes the scattering from
fluctuations one-dimensional. In the limit of an infi-
nitely large correlation length (

 

ξ

 

  

 

∞

 

), the model of
scattering from such fluctuations has an exact solution
[10, 11, 19]. For a finite 

 

ξ

 

, we can construct an “almost
exact” solution [7] generalizing the one-dimensional
approach proposed in [20]. In this case, the sum of the

S q( ) 1

π2
----- ξ 1–

qx Qx–( )2 ξ 2–+
------------------------------------- ξ 1–

qy Qy–( )2 ξ 2–+
-------------------------------------,=

Veff 2π( )2W2S q( ),=

 

entire diagrammatic series for the one-particle Green’s
function for electrons from the planar regions on the
Fermi surface (where the nesting condition 

 

ξ

 

p

 

 

 

±

 

 

 

Q

 

 = –

 

ξ

 

p

 

for the electron spectrum is satisfied) can be (approxi-
mately) determined.

For the contribution of an arbitrary diagram, we can
write the following ansatz for the 

 

N

 

-order eigenenergy
component in the interaction (2) [7, 20]:

(3)

where 

 

κ

 

 = 

 

v

 

F

 

ξ

 

–1

 

 (

 

v

 

F

 

 is the Fermi velocity), 

 

k

 

j

 

 is the
number of interaction curves embracing the 

 

j

 

th electron
line in the diagram (starting from the origin), and 

 

ε

 

n

 

 =
2

 

π

 

T

 

(

 

n

 

 + 1/2) (we assume for definiteness that 

 

ε

 

n

 

 > 0).
Thus, the contribution of any diagram is actually deter-
mined only by the set of integers 

 

k

 

j

 

. Any diagram with
the intersection of the lines of interaction is identical to
a certain diagram of the same order without intersec-
tion of interaction lines, and the contribution of all dia-
grams with intersections can be taken into account
through the combinatorial factors 

 

v

 

(

 

k

 

j

 

) ascribed to
interaction lines on diagrams without intersections [20,
7, 6]. In the model of incommensurate fluctuations
under investigation, we have

(4)

As a result, we arrive at the following recurrence proce-
dure (presentation in the form of a chain fraction) for

Σ N( ) εn p,( ) W
2N
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Fig. 1. Fermi surface of a two-dimensional system. Hot
regions are shown by bold lines of thickness ~ξ–1.
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the one-particle Green’s function G(εn, p) for electrons
from hot regions [20, 7, 6]:

(5)

The diagrammatic representation of this procedure is
illustrated in Fig. 2.

Ansatz (3) for the contribution of an arbitrary
N-order diagram is usually not exact [7, 21]. However,
in the 2D case, we can indicate the topologies of the
Fermi surface for which representation (3) is exact [7].
In the remaining cases, it can be proved [7] that this
representation exaggerates (in a certain sense) the role
of the finiteness of the correlation length ξ in the given
order of perturbation theory. In the 1D case, when this
problem is especially vital [7, 21], it turns out that the
calculations of the density of states on the basis of
approximation (3) for incommensurate fluctuations
give a nearly perfect quantitative coincidence [22] with
the results of the exact numerical simulation of this
problem, which was carried out in [23, 24].1 In the limit
ξ  ∞, ansatz (3) can be reduced to the exact solution
[19], while in the limit ξ  0, it leads to a physically
correct limit of free electrons for a fixed value of W.

Outside hot regions, electrons do not interact with
fluctuations altogether in our model, and the Green’s
function remains free:

(6)

The model considered above leads to a non-Fermi-liq-
uid (two-hump) behavior of the spectral density in hot
regions on the Fermi surface and to a blurred
pseudogap in the density of states (cf. similar results in
the model of hot points [6, 7]). In cold regions of the
Fermi surface, we observe the conventional Fermi-liq-
uid behavior (free electrons).

1 In the case of a one-dimensional problem with commensurate
fluctuations, ansatz (3) fails to describe only a weak Dyson singu-
larity in the density of states near the center of the pseudogap [23,
24], also providing a quantitatively good approximation to the
exact results beyond the pseudogap. Note that in the 2D case, the
Dyson singularity in the density of states is just absent in all prob-
ability.

Gk εn p,( )

=  
1

iεn 1–( )kξp ikκ W2v k 1+( )Gk 1+ εnp( )–+–
-----------------------------------------------------------------------------------------------------------,

G εn p,( ) G0 εn p,( ).≡

G εnp( ) G00 εnp( ) 1
iεn ξp–
------------------.= =

3. GOR’KOV EQUATIONS FOR A 
SUPERCONDUCTOR WITH A PSEUDOGAP

In our previous publications [10, 11], we analyzed
the peculiarities of the superconducting state in the
exactly solvable model of the pseudogap state induced
by short-range AFM fluctuations with an infinitely
large correlation length (ξ  ∞). Among other
things, it was proved [11] that AFM fluctuations may
lead to strong fluctuations of the semiconducting order
parameter (energy gap ∆), which violate the standard
assumption concerning the self-averaging of the gap
[25–27]. This assumption makes it possible to average
(over the configurations of the random field of static
short-range fluctuations) the order parameter ∆ and var-
ious combinations of the electron Green’s functions
appearing in the basic equations of the theory. The con-
ventional arguments in favor of such an independent
averaging are usually formulated as follows [25, 27].
The value of ∆ varies over characteristic scales of
length of the order of the coherence length ξ0 ~ vF/∆0
in the BCS theory, while Green’s functions vary rapidly
over much smaller scales of the order of atomic spac-
ings. Naturally, the latter assumption becomes incor-
rect when a new characteristic length ξ  ∞ appears
for the electronic subsystem. At the same time, if the
antiferromagnetic correlation length ξ ! ξ0 (i.e., if
AFM correlations correlate over distances smaller than
the characteristic size of Cooper pairs), the assumption
concerning the self-averaging of ∆ must be preserved,
being violated only in the region where ξ > ξ0. For this
reason, the subsequent analysis will be carried out
assuming self-averaging of the energy gap of a super-
conductor over AFM fluctuations. This allows us to use
the standard approach of the theory of disordered
superconductors (mean-field approximation in the lan-
guage of [11]). In this case, the interesting question
concerning superconductivity in the absence of self-
averaging of the order parameter is not considered. It
should be noted that for real HTSC cuprates, we appar-
ently always have ξ ~ ξ0, so that these materials fall in
the most complicated range of parameters of the theory.

Following [10, 11], we assume that the supercon-
ducting pairing is governed by the attraction potential
of the following simplest form:

(7)

where φ is the polar angle determining the direction of
the electron momentum p in a plane, and for e(φ) we
assume the following simplest model dependence:

(8)

As usual, the constant of attraction V is assumed to be
other than zero in a certain layer of width 2ωc in the
vicinity of the Fermi level (ωc is the characteristic fre-

V p p',( ) V φ φ',( ) Ve φ( )e φ'( ),–= =

e φ( )
1 s-pairing( ),

2 2φ( ) d-pairing( ).cos



=

= +

Gk G0k G0k Gk +1 Gk

W2
v (k + 1)

Fig. 2. Diagrammatic representation of the recurrence rela-
tion for a one-particle Green’s function.
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quency of quanta ensuring the attraction of electrons).
In this case, the superconducting gap has the form

(9)

In order to simplify the notation, we will henceforth
assume that the gap ∆ just stands for ∆(φ) and will write
explicitly the angular dependence only when required.

The perturbation theory in the interaction with AFM
fluctuations (1) for the superconducting state must be
constructed on “free” normal and anomalous Green’s
functions for the superconductor:

(10)

In the adopted model with planar regions on the Fermi
surface, the electron spectrum in the regions orthogonal
to the px axis has the form ξp = vF( |px | – pF) since the
electron velocity v is perpendicular of the py axis (a
symmetric situation is also observed in the regions
orthogonal to py). Consequently, in the case of s-pair-
ing, when the value of ∆ is independent of the direction
of the momentum, the problem becomes completely
one-dimensional in the model with an interaction of
form (1) and (2). In the case of d-pairing, the situation
is more complicated since the value of ∆(φ) depends on
py even in the planar regions orthogonal to px (and, sym-
metrically, on the regions orthogonal to py). For this
reason, it is convenient to analyze d-pairing by using
instead of Eq. (1) the correlator of fluctuations in the
form

(11)

In this case, the interaction does not affect py and px in
the planar regions orthogonal, respectively, to px and py,
and the problem becomes completely one-dimensional
again.

∆ p( ) ∆ φ( )≡ ∆e φ( ).=
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-------------------------------,–=
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-------------------------------.=
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
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=

+
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-----------------------------------------δ qx( )





.

We can now formulate an analogue of approxima-
tion (3) for the superconducting state also. The details
of the substantiation of the relations presented below
are given in Appendix A. The contribution of an arbi-
trary N-order diagram in interaction (2) to the total nor-
mal or anomalous Green’s function has the form of a
product of N + 1 “free” normal  and anomalous

( ) Green’s functions with frequencies and gaps

renormalized in a certain way (see below). Here kj is the
number of the interaction curves embracing the given
jth electron line (starting from the origin of the dia-
gram). As in the normal phase, the contribution of any
diagram is determined by the set of integers kj, and each
diagram with the intersection of interaction curves is
equivalent to a certain diagram of the same order with-
out intersection of these curves. Consequently, we can
again consider only diagrams without intersections of
interaction curves, taking into account the contribution
of the remaining diagrams through the same combina-
torial factors v(k) ascribed to the interaction curves as
in the normal phase. As a result, we obtain a diagram-
matic analogue of the Gor’kov equations [28] pre-
sented in Fig. 3. Accordingly, we have two coupled
recurrence equations for the normal and anomalous
Green’s functions:

(12)

where
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Fig. 3. Diagrammatic representation of the recurrence relation for Gor’kov’s equations.
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and the renormalized frequency  and gap 

(15)

have been introduced in analogy with the case of super-
conductors with impurities [28].

Equations (12)–(15) can easily be used to derive a
system of recurrence relations directly for the real and
imaginary components of the normal Green’s function
and for the anomalous Green’s function:

(16)

Let us introduce the following notation:

(17)

It turns out that the recurrence relations for Jk and fk are
completely identical in this case so that Jk = fk. Finally,
we arrive at the following system of recurrence rela-
tions for Jk and Rk:

(18)

The normal and anomalous Green’s functions for the
superconductor we are interested in can be defined in
terms of R0 and J0,

(19)

and have the form of a totally summed series in the per-
turbation theory in the interaction of an electron with
short-range antiferromagnetic fluctuations in the semi-
conductor.

ε̃ ∆̃

ε̃n ηkεn, ∆̃ ηk∆, ηk 1 kκ

εn
2 ∆ 2+

-----------------------+= = =

ImGk  = 
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ε̃ ImG̃–( )2
1–( )kξp ReG̃+( )2 ∆̃ F̃+

2
+ +

-----------------------------------------------------------------------------------------------------,

ReGk

=  
1–( )kξp Re+ G̃

ε̃ ImG̃–( )2
1–( )kξp ReG̃+( )2 ∆̃ F̃+

2
+ +

-----------------------------------------------------------------------------------------------------,

Fk
+ = 

∆̃* F̃
+

+

ε̃ ImG̃–( )2
1–( )kξp ReG̃+( )2 ∆̃ F̃+

2
+ +

-----------------------------------------------------------------------------------------------------.

ImGk = εnJk, ReGk–  = 1–( )kξpRk, Fk
+–  = ∆* f k.

Jk ηk W2v k 1+( )Jk 1++[ ]=

× εn
2 ∆2+( )1/2 ηk W2v k 1+( )Jk 1++( )2[

+ ξp
2 1 W2v k 1+( )Rk 1++( )2 ]

1–
,

Rk 1 W2v k 1+( )Rk 1++[ ]=

× εn
2 ∆2+( )1/2 ηk W2v k 1+( )Jk 1++( )2[

+ ξp
2 1 W2v k 1+( )Rk 1++( )2 ]

1–
.

ImG εnJ0, ReG– ξpR0, F +– ∆*J0= = = ,

4. SUPERCONDUCTING TRANSITION 
TEMPERATURE AND THE TEMPERATURE 

DEPENDENCE OF THE GAP

The energy gap in a superconductor is defined by
the equation

(20)

The anomalous Green’s function on planar regions of
the Fermi surface can be determined from Eqs. (19) by
using the recurrence procedure (18). In our model, the
scattering from AFM fluctuations on the remaining
(cold) part of the Fermi surface is absent, and the anom-
alous Green’s function has the same form as in Eqs. (10).
As a result, Eq. (20) for s-pairing taking into account
dependence (8) assumes the form

(21)

where λ = VN0(0) is the dimensionless constant of the
pairing interaction (N0(0) is the density of states for free
electrons at the Fermi level) and  = 4α/π, where α is
the angular dimension of a planar region on the Fermi
surface (see Fig. 1). In our further numerical calcula-
tions, we will assume (quite arbitrarily) that = 2/3,
i.e., α = π/6, which is close, for example, to the results
obtained in [12].

In the case of d-pairing, we must take into account
the angular dependence of gap (9), and Eq. (20)
assumes the form

(22)

Figure 4 shows the temperature dependences of the gap
width calculated from Eq. (21) in the case of s-pairing
for various values of correlation length (parameter
κ = vFξ–1) of the fluctuations. In the case of d-pairing,
the corresponding qualitative dependences are quite
similar.
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The equation for the superconducting transition
temperature Tc follows directly from Eqs. (21) and (22)
for ∆  0. In this case, J0(∆  0) is independent of
φ and is the same for s- and d-pairing. Accordingly, the
equation for Tc has the form

(23)

where the “effective” fraction of planar regions on the
Fermi surface is defined as

(24)

The theoretical dependence of Tc on the pseudogap
width W and correlation length (parameter κ = vFξ–1)
are shown in Fig. 5 (Tc0 is the superconducting transi-
tion temperature in the absence of a pseudogap).

The general qualitative conclusion is the same as in
[10, 11]: the pseudogap suppresses superconductivity
due to a partial “dielectrization” of the electron spec-
trum in hot regions on the Fermi surface. The suppres-
sion effect is the strongest for κ = 0 (infinitely large cor-

1 λ α effTc ξ J0 εnξ ; ∆ 0( )d

ωc–

ωc

∫
εn

∑



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

=

+ 1 α eff–( ) ξ
ξ 2Tc( )⁄tanh
ξ

-------------------------------d

0

ωc

∫


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

,

α eff

α̃ s-pairing( ),

α̃ 1
π
--- πα̃( ) d-pairing( ).sin+







=

relation length of AFM fluctuations) [10, 11] and
decreases with the correlation length, which is quite in
accordance with the experimental phase diagram of
HTSC systems.

It should be emphasized once again that all the
results described above are valid under the assumption
of the self-averaging of the superconducting order
parameter (gap) in AFM fluctuations (mean-field
approximation [11]), which holds for not very large
values of the correlation length ξ < ξ0, where ξ0 is the
coherence length for the superconductor (the size of
Cooper pairs at T = 0). For ξ @ ξ0, considerable non-
self-averaging effects appear, which are manifested in
the emergence of characteristic “tails” on the tempera-
ture dependence of the averaged gap in the temperature
range Tc < T < Tc0 [11].

5. COOPER INSTABILITY. RECURRENCE 
PROCEDURE FOR THE VERTEX PART

It is well known that the superconducting transition
temperature can also be determined in a different way,
namely, from the equation for the Cooper instability of
the normal phase:

(25)

where the generalized Cooper susceptibility is
described by the graph in Fig. 6. In this case, we are
dealing with the problem of calculation of the “triangu-
lar” vertex component taking into account the interac-
tion with AFM fluctuations. For the one-dimensional
analogue of our problem (and for real frequencies,
T = 0), the corresponding recurrence procedure was
formulated in [29]. For the 2D model considered by us
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Fig. 4. Temperature dependence of the superconducting gap
width in the case of s-pairing for various values of correla-
tion length (parameter κ = vFξ–1) for AFM fluctuations, cal-
culated for λ = 0.4, ωc/W = 3, κ/W = 0 (1), 1.0 (2), and 10.0 (3).
The dashed curve describes ∆(T ) in the absence of a
pseudogap.
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Fig. 5. Dependence of the superconducting transition tem-
perature on the pseudogap width W and the correlation
length (parameter κ = vFξ–1) for AFM fluctuations: κ/W =
0.1 (1), 1.0 (2), and 10.0 (3). The dashed curve corresponds
to κ = 0 [10]. The inset shows the dependence of Tc on κ for
W/Tc0 = 5.
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here, this procedure was used for calculating the optical
conductivity [30]. The procedure can easily be general-
ized to the case of Matsubara frequencies. Henceforth,
we will assume for definiteness that εn > 0. This gives

(26)

where Gk = Gk(εn, p + q) and  = Gk(–εn, p) are cal-
culated in accordance with relations (5).

In order to find Tc, we consider the vortex where q =

0. In this case,  = , and the vertices Γk become
real-valued, which considerably simplifies procedure
(26). Using a notation similar to (17), we obtain from
relations (5) and (26)

(27)

while for Rk and Jk we have recurrence relations coin-
ciding with Eqs. (18) for ∆ = 0.

The following exact relation (which will be proved
below) of the type of the Word identity holds:

(28)

A numerical analysis completely confirms the validity
of this relation, demonstrating complete matching
between the recurrence procedures for the one-particle
Green’s function and for the vertex component.2 Since
J0(∆  0) coincides with J0 in the normal phase, rela-
tion (28) just leads to the coincidence of the equation for
Tc obtained from the Cooper instability condition (25),

2 Note that an analytic proof of this relation through a direct com-
parison of the recurrence procedures themselves for the Green’s
function and the vertex component is not at all obvious.

Γ k 1– εn εn q,–,( ) 1 W2v k( )GkGk+=

× 1 2ikκ
2iεn 1–( )kv Fq– W2v k 1+( ) Gk 1+ Gk 1+–( )–
--------------------------------------------------------------------------------------------------------------+
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1 W2v k 1+( )Jk 1++
-------------------------------------------------Γk,+=

G εn p,( )G εn– p,( )Γ εn εn 0,–,( )

=  ξp
2 R0

2 εn ξp,( ) εn
2J0 εn ξp,( )+( )

× Γ0 εn εn 0,–,( ) J0 εn ξp,( )≡ 1
εn

---- εn p,( ).–=

(29)

and Eq. (23) obtained as a result of the linearization of
the equation for the gap in spite of the apparently dif-
ferent recurrence procedures used for their derivation
and taking into account AFM fluctuations.

6. THE GINZBURG–LANDAU EXPANSION

The Ginzburg–Landau expansion in the exactly
solvable model of a pseudogap with an infinitely large
correlation length of AFM fluctuations was constructed
in [10]. Here, we will generalize these results to the
case of finite correlation lengths.

We write the Ginzburg–Landau expansion for the
difference in the free energy densities of the supercon-
ducting and normal states in the standard form

(30)

where ∆q is the amplitude of the Fourier component of
the order parameter:

(31)

Expansion (30) is determined by the graphs of the loop-
type expansion for the free energy in the field of order
parameter fluctuations with a small wave vector q [10].

We present the Ginzburg–Landau coefficients in the
form

(32)

where A0, C0, and B0 denote the standard expressions
for these coefficients in the case of an isotropic s-pair-
ing:

(33)

In this case, all the peculiarities of the model under
investigation, which are associated with the emergence
of a pseudogap, are contained in the dimensionless coef-
ficients KA, KC, and KB. In the absence of a pseudogap,
all these coefficients are equal to unity (KB = 3/2 only in
the case of d-pairing). For this reason, we will normal-
ize coefficient KB for d-pairing to this value, presenting

the numerical results for  = (2/3)KB.
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Fig. 6. Diagram for the generalized Cooper susceptibility.
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Let us consider the generalized Cooper susceptibil-
ity (Fig. 6)

(34)

Using relations (28), we can easily write coefficients KA

and KC in the form

(35)

(36)

The situation with coefficient B in the general case is
much more complicated. Considerable simplifications
can be made by confining the analysis to the case of q = 0
in the order |∆q|4, as is usually done in actual practice.
Then coefficient B can be determined directly from the
anomalous Green’s function F for which we already have
the recurrence procedure (18) and (19). Indeed, let us con-
sider the diagrammatic series for the anomalous Green’s
function presented in Fig. 7a. It can easily be seen that

(37)

which, by the way, immediately proves relation (28)
taking into account Eqs. (19). Consequently, for the
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For the “four-tail” diagram in Fig. 7b defining coeffi-
cient B, we similarly obtain

(39)

where J0(∆) is determined through the recurrence pro-
cedure (18). As a result, for the dimensionless coeffi-
cient KB, we have

(40)

where

(41)

The obtained relations allow us to carry out direct
numerical calculations of the coefficients KA, KC, and
KB. Figure 8 shows, by way of an example, the calcu-
lated dependence of KC on the pseudogap width W and
on the correlation length of AFM fluctuations (parame-
ter κ = vFξ–1). The corresponding dependences for KA
and KB are qualitatively similar. In particular, for κ = 0,
we just have KB = KC [10].
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7. PHYSICAL PARAMETERS
OF SUPERCONDUCTORS WITH A PSEUDOGAP

The Ginzburg–Landau equations define two charac-
teristic lengths for superconductors: the coherence
length and the magnetic field penetration depth.

The coherence length ξ(T ) at a given temperature
determines the characteristic scale of inhomogeneities
in the order parameter ∆:

(42)

In the absence of a pseudogap, we have

(43)

(44)

where ξ0 = 0.18vF/Tc. In the model under investigation,
we can write

(45)

The corresponding dependences of ξ2(T )/  on
the pseudogap width W and on the correlation length of
fluctuations (parameter κ) in the case of d-pairing are
presented in Fig. 9. Note that the coherence length var-
ies insignificantly.

For the magnetic field penetration depth in a super-
conductor without a pseudogap, we have

(46)
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where  = mc2/4πne2 defines the penetration depth at
T = 0. In the general case, we have

(47)

Then, in the model under investigation, we can write

(48)

The dependences of these quantity in the case of d-pair-
ing are presented graphically in Fig. 10.

λ0
2

λ2 T( ) c2

32πe2
-------------- B

AC
--------.–=

λ T( )
λBCS T( )
--------------------

KB

KAKC

-------------- 
 

1/2

.=

1

2

3
0.5

0.4

0.3

0 2 4 6 8

KC

K
C

k/Tc0

W/Tc0

1.0

0.8

0.6

0.4

0 2 4 6 8 10

Fig. 8. Dependence of coefficient KC on the pseudogap

width W and the correlation length (parameter κ = vFξ–1)
for AFM fluctuations: κ/W = 0.1 (1), 1.0 (2), and 10.0 (3).
The dashed curve corresponds to κ = 0 [10]. The inset shows
the dependence of KC on κ for W/Tc0 = 5.

2 4 6 8
1.1

1.0

0.9

0.8

1

2

3

1.2

1.0

0.8

0.6

0.4

0.2

0

0 2 4 6 8 10

W/Tc0

κ/Tc0

ξ2
/ξ

2
B

C
S

ξ2
/ξ

2
B

C
S

Fig. 9. Dependence of the coherence length on the
pseudogap width W and the correlation length (parameter
κ = vFξ–1) for AFM fluctuations: κ/W = 0.1 (1), 1.0 (2), and
10.0 (3). The dashed curve corresponds to κ = 0 [10]. The
inset shows the dependence of the coherence length on κ for
W/Tc0 = 5.

1

2

3

2 4 6 8

1.8

1.6

1.4

κ/Tc0

λ /λBCS

λ/
λ B

C
S

1.8

1.6

1.4

1.2

1.0

0.8

W/Tc0

0 2 4 6 8 10

Fig. 10. Dependence of the penetration depth on the
pseudogap width W and the correlation length (parameter
κ = vFξ–1) for AFM fluctuations: κ/W = 0.1 (1), 1.0 (2), and
10.0 (3). The inset shows the dependence of the penetration
depth on κ for W/Tc0 = 5.



JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS      Vol. 92      No. 3      2001

SUPERCONDUCTIVITY IN THE PSEUDOGAP STATE INDUCED 489

In the vicinity of Tc, the upper critical field Hc2 can
be expressed in terms of the Landau–Ginzburg coeffi-
cients:

(49)

where φ0 = cπ/e is the magnetic flux quantum. In this
case, the slope of the curve describing the upper critical
field in the vicinity of Tc is given by

(50)

Figure 11 shows graphically the derivative 

normalized to the derivative at temperature Tc0 as a
function of the effective width W of the pseudogap and
the correlation parameter κ in the case of d-pairing. It
can be seen that for large correlation lengths, the deriv-
ative of the field decreases rapidly with increasing
pseudogap width. However, for small correlation
lengths, this parameter can slightly increase for small
values of the pseudogap width. For a fixed pseudogap
width, the function dHc2/dT increases noticeably for a
decreasing correlation length of fluctuations.

Finally, let us consider the heat capacity jump at the
transition point:

(51)

where Cs and Cn are the heat capacities of the supercon-
ducting and normal states and Ω is the sample volume.
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At temperature Tc0 (in the absence of a pseudogap, W = 0),
we have

(52)

The relative jump in the heat capacity in the model
under investigation can be written as

(53)

The corresponding dependences on the effective
pseudogap width W and the correlation length parame-
ter κ in the case of d-pairing are presented in Fig. 12. It
can be seen that the heat capacity jump decreases rap-
idly with increasing pseudogap width and, on the con-
trary, increases upon a decrease in the correlation
length of AFM fluctuations.

For superconductors with s-pairing, the depen-
dences of the physical quantities considered above are
basically quite similar. The only difference is a larger
scale of W for which the corresponding changes take
place. This corresponds to a higher stability of isotropic
superconductors to a partial dielectrization of the elec-
tron spectrum due to the formation of a pseudogap in
hot regions on the Fermi surface [10, 11].

From the physical parameters of a superconductor,
detailed experimental data have been obtained for heat
capacity jump [8]. In complete qualitative agreement
with our conclusions, the heat capacity jump for the
Bi-2212 system decreases rapidly upon a transition to
the range of underdoped compositions for which the
pseudogap width increases. According to the results
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obtained by Tallon and Loram [8], the pseudogap width
(parameter 2W in our case) varies from a value of the
order of 700 K for the hole concentration p = 0.05 to a
value of the order of Tc ~ 100 K in the vicinity of the
optimal concentration p = 0.16, vanishing for p = 0.19.
In this case, a clearly manifested correlation between
the decrease in the heat capacity jump and the increase
in the effective pseudogap width is observed. Unfortu-
nately, we are not aware of detailed results on the con-
centration dependence of correlation length of fluctua-
tions and, accordingly, of the corresponding depen-
dences of physical parameters of a superconductor.
Qualitatively, the correlation length increases as we go
over to the range of underdoped compositions, so that
the effect of a decrease in the heat capacity jump is
quite justified from this point of view.

8. CONCLUSION

In this work, we continue our study of the peculiar-
ities of the superconducting state on the basis of a rather
rough model of the pseudogap state of a two-dimen-
sional electronic system [10, 11], which nevertheless is
in qualitative agreement with a number of observed sin-
gularities in the electronic structure of underdoped
HTSC cuprates. In our earlier publications [10, 11], we
considered a nonrealistic limit of an infinitely large cor-
relation length of fluctuations with the short-range anti-
ferromagnetic order, which, however, allowed us to
find the exact analytic solution of the problem. Here,
we have carried out a generalization to the realistic case
of finite correlation lengths, which takes into account
all the diagrams of perturbation theory in the interac-
tion of electrons with short-range fluctuations in the
same way as in [10, 11]. The analysis was carried out
using the standard (mean-field in terms of [11])
approach based on the assumption of the self-averaging
of the superconducting order parameter in the fluctua-
tions of the random field induced by AFM fluctuations.
It was proved in [11] that this assumption is not sub-
stantiated in the limit ξ  ∞. At the same time, it is
undoubtedly valid for ξ ! ξ0 (where ξ0 is the coherence
length of the superconductor at T = 0, i.e., the size of
Cooper pairs). Thus, it remains for us to solve the
extremely complicated problem of taking into account
the non-self-averaging effects for ξ > ξ0. It was men-
tioned above that in real HTSC systems, ξ is in all prob-
ability of the order of ξ0 so that non-self-averaging
effects for the superconducting gap of the type of those
considered in [11] can be quite significant. These
effects are manifested of the form of “tails” on the tem-
perature dependence of the averaged gap at T > Tc (the
pattern of superconducting “drops” [11]).

Another significant simplification in our model is
the assumption concerning the static (Gaussian) type of
short-range fluctuations. This assumption is justified
only in the limit of high temperatures T @ ωsf (where
ωsf is the characteristic frequency of spin fluctuations)

[6, 7]. For this reason, its application to the supercon-
ducting phase for T < Tc is quite dubious. We believe,
however, that the simplified analysis carried out above
can be used for describing the most significant effects
of variation of the electron spectrum (formation of a
pseudogap in hot regions on the Fermi surface) on the
superconductivity in such a system. If we took into
account the dynamics of spin fluctuations, we would
inevitably leave the limits of the simple phenomenol-
ogy of the BCS model and would have to analyze in
detail the microscopic aspects of the pairing interac-
tion. Such a program can hardly be realized at present.
Moreover, the problem of inclusion of all orders of per-
turbation theory in AFM fluctuations appears as com-
pletely futile on account of the dynamics of the spin
subsystem.
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APPENDIX

Coordinate Representation: 
Normal and Anomalous Green’s Functions

Let us consider some technical aspects of the deri-
vation of the recurrence relation for Gor’kov’s equa-
tions (12)–(15). We will confine our analysis to two
regions on the Fermi surface, which are orthogonal to
the px axis and coupled though the scattering vector
Q = (±2pF , 0). In this case, the problem becomes
purely one-dimensional since the velocity component
vy = 0 and the electron spectrum in the linearized form

 = ±vFpx is completely independent of the y-com-
ponent of the momentum. For the sake of brevity, we
will henceforth assume that vF = 1.

It is convenient to carry out the calculations in the
coordinate representation [21], analyzing the motion of
an electron in the field of Gaussian AFM fluctuations
W(x) ≠ W*(x) (incommensurate case) with the correla-
tor

(A.1)

In this case, the propagators corresponding to the nor-
mal and anomalous Green’s functions (10) of the super-
conductor assume the form

ξ px pF+−

W∗ x( )W x'( )〈 〉 W2e κ x x'–– .=

G00 x( )
pxd

2π
--------e

ipx x
G00 px( )

∞–

∞

∫=
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(A.2)

where σ3 = 1 for particles moving to the right and
σ3 = – 1 for particles moving to the left. Scattering at
fluctuations transforms “right” particles to “left” ones,
and vice versa. It can be seen from expressions (A.2)
that a particle traversing a distance of length l gives the

factor exp(– .

For calculating specific diagrams, is it convenient
[21] to go over from the integration with respect to
coordinates xk of interaction vertices to the integration
over paths lk traversed by a particle between individual
scattering acts by fixing the total displacement x – x'.
The interaction curve connecting vertices m and n on
the electron line in this case corresponds to the factor

(A.3)

The integration over all values of lk is carried out from
0 to ∞.

Thus, considering the finiteness of the correlation
length of fluctuations leads to the emergence of a cer-
tain “damping” of the corresponding transition ampli-
tude in each diagram with increasing distance traversed
by an electron. It is very difficult to take into account
this effect exactly. In [7], however, we used the obvious
inequality

(A.4)

and replaced the exponential in (A.3) by the exponen-
tial from the right-hand side of (A.4). This is equivalent
to the replacement of the correlator (A.1) of random
fields by an analogous expression in which the distance
|x – x' | in the exponent is replaced by the total distance
traversed by a particle between the scattering acts at
points x and x'. Therefore, in accordance with Eq. (A.4),
we slightly overestimate the role of the damping factor
κ in each diagram of the series in perturbation theory.
As a result of such a substitution, the diagrams of all
orders can be calculated easily and reproduce exactly
ansatz (3) for the normal phase [21]. It was mentioned
above that the results obtained in this way, for example,

=  
i
2
---

εn

εn
2 ∆ 2+

----------------------- σ3 xsgn+
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 
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exp κ lk
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∑–
 
 
 

>

for the density of states are in good agreement with the
results of exact numerical simulation of the problem
under investigation [23, 24]. This is an additional argu-
ment in favor of the approximation used, extending the
qualitative estimates obtained in [7].

We will use the same approximation for analyzing
the diagrams in perturbation theory in the supercon-
ducting phase, which are constructed on propagators
(A.2). In this case, the role of interaction with fluctua-

tions is reduced only to the addition of the factor 
to each normal or anomalous Green’s function (A.2),
which is embraced by the given interaction curve or,

which is the same, to the addition of κ to  in
the exponent of each such Green’s function. Returning
to the momentum representation, we can easily verify
that the contribution of any higher-order diagram is
determined by the product of the corresponding num-
ber of normal and anomalous Green’s functions of the
form

(A.5)

where εk =  + kκ, k being the number of inter-
action curves embracing a given Green’s function. The
factor (–1)k appears due to the fact that the scattering
transforms “right” particles into “left” ones, and vice
versa. Introducing the renormalized frequency and gap
width in accordance with relations (15), we see that
relations (A.5) can be reduced to the standard form
(14), which completes the justification of the recur-
rence procedure (12) and (15).
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1. INTRODUCTION

Among a large number of anomalies in the elec-
tronic properties observed in high-temperature super-
conductors (HTSC) based on copper oxides, the so-
called pseudogap state [1, 2] existing in a broad region
of their phase diagram has become an object of intense
studies in recent years. There are two main trends in
constructing the models of the pseudogap state of high-

 

T

 

c

 

 superconductors. One of these trends is based on the
popular model of formation of Cooper pairs above the
superconducting transition temperature [3]. In the other
trend, it is assumed that the pseudogap state is associ-
ated with fluctuations of the antiferromagnetic short-
range order or with other similar fluctuations of the
“dielectric” origin (e.g., fluctuations of charge density
waves [2]).

In our opinion [2], the preferable scenario of the for-
mation of the pseudogap state in HTSC is the pattern
based on the existence (in the corresponding region of
the phase diagram) of strong scattering of charge carri-
ers from developed short-range fluctuations of the
dielectric type (antiferromagnetic or charge density
waves). This scattering leads to a considerable non-
Fermi liquid rearrangement of the electron spectrum in
certain regions of the momentum space in the vicinity
of the Fermi surface around the so-called hot spots or
near hot (flat) regions on this surface [2]. The prefer-
ence of the dielectric and not superconducting scenario
of the formation of a pseudogap [3] is confirmed by a
series of experiments which are discussed, for example,
in the review [2]. In the present work, we naturally

adhere to the same point of view. It should be empha-
sized, however, that the origin of the pseudogap state in
HTSC remains unclear and can be determined only as a
result of further experimental investigations.

Most of the available theoretical publications are
devoted to an analysis of the effect of the pseudogap on
the properties of a system in the normal state, and only
an insignificant number of such publications deal with
the features of superconductivity in this state [4–6]. For
example, superconductivity in a simple exactly solv-
able model of the pseudogap state, which is based on
the model of the Fermi surface of a 2D system with hot
spots [4], was considered by us in [5]. In this work, we
used the exact solution for the pseudogap, which was
obtained earlier [7] for the one-dimensional case, in the
limit of very large correlation lengths of dielectric
short-range fluctuations. It was proved that the super-
conducting gap averaged over short-range fluctuations
generally differs from zero in the temperature range
exceeding the mean-field superconducting transition
temperature 

 

T

 

c

 

 corresponding, according to [5], to the
emergence of a homogeneous superconducting state in
the entire sample. It was hence concluded in [5] that, in
the temperature range 

 

T

 

 > 

 

T

 

c

 

, superconducting drops
are formed in the system and exist down to the super-
conducting transition temperature 

 

T

 

c

 

0

 

 in the absence of
a dielectric pseudogap. This effect was attributed in [5]
to the absence of self-averaging in the superconducting
order parameter (gap) under the conditions when the
correlation length of short-range fluctuations exceeds
the coherence length (the size of Cooper pairs) in the
theory of superconductivity.
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The effects of finiteness of the correlation length of
short-range fluctuations was taken into account in [6]
under the assumption of self-averaging of the supercon-
ducting gap over such fluctuations. In this publication,
the effect of the pseudogap on 

 

T

 

c

 

 was analyzed, the
behavior of the gap in the region 

 

T 

 

< 

 

T

 

c

 

 was considered,
and the microscopic derivation of the Ginzburg–Lan-
dau expansion was carried out for 

 

T

 

 ~ 

 

T

 

c

 

. We used the
approach based on the almost exact solution of the gen-
eral model of the pseudogap state with Gaussian short-
range fluctuations, which was proposed in [8, 9] for the
1D case and generalized for the 2D problem in [10, 11].
In this approach, it is difficult to go beyond the scope of
the assumption concerning the self-averaging of the
superconducting gap. It should be noted that the pres-
ence or absence of such a self-averaging has been stud-
ied insufficiently. In most cases, self-averaging is just
assumed from physical considerations with a reference
to essentially different scales of lengths over which the
superconducting order parameter (coherence length 

 

ξ

 

0

 

)
and the basic parameters of the electron subsystem
(atomic spacing or the reciprocal Fermi momentum in
the impurity problem [12–14] or the short-range corre-
lation length 

 

ξ

 

corr

 

 in the pseudogap model under inves-
tigation [2, 5, 6]) change noticeably. In particular, in our
model of pseudogap, we should expect complete self-
averaging of the superconducting gap for 

 

ξ

 

corr

 

 

 

!

 

 

 

ξ

 

0

 

[2, 6]. We are not aware of publications in which the
problem of self-averaging of the gap is investigated in
an exactly solvable model of disorder.

The present work mainly aims precisely at such an
investigation in the framework of a very simple
(although, perhaps, not very realistic) 1D model of the
pseudogap state induced by dielectric short-range fluc-
tuations with a finite correlation length, which was pro-
posed in a recent publication by Bartosch and Kopietz
[15]. The exact solution proposed in this work and close
essentially to the models considered earlier [7–9]
makes it possible to carry out a sufficiently comprehen-
sive analysis of the self-averaging problem under inves-
tigation in the 2D model of hot spots [4, 6, 11]. In addi-
tion, we will analyze the temperature dependences of
the superconducting gap in a superconductor with a
dielectric pseudogap.

2. SIMPLIFIED MODEL
OF THE PSEUDOGAP STATE

Let us consider the exactly solvable model of the
pseudogap state, proposed in [15], using a slightly dif-
ferent approach. We assume that an electron performs a
one-dimensional motion in a periodic field of the form

(1)

We choose 

 

Q

 

 = 2

 

p

 

F

 

 – 

 

k

 

, where 

 

p

 

F

 

 is the Fermi momen-
tum and 

 

k

 

 

 

!

 

 

 

p

 

F

 

 is a certain detuning from the preferred

V x( ) 2D Qx φ+( ).cos=

 

scattering vector 2

 

p

 

F

 

.
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 We choose the electron spectrum
in the following conventional form linearized near the
Fermi level:

(2)

where we have introduced the variable 

 

η

 

 = 

 

v

 

F

 

k

 

 (

 

v

 

F

 

 is
the Fermi velocity), which will be widely used in the
subsequent analysis. Field (1) can be written in the
form

(3)

where the complex amplitude has been introduced as a
result of the substitution 

 

D

 

  

 

De

 

i

 

φ

 

.

Such a problem can be solved in an elementary way.
In the two-wave approximation of the conventional
band theory, the one-electron (normal) Green’s func-
tion corresponding to the (diagonal) transition 

 

p

 

  

 

p

 

in the Matzubara representation has the form

(4)

where we have introduced in the last equality the nota-
tion 

 

ξ

 

p

 

 = 

 

ξ

 

 and 

 

ε

 

n

 

 = 

 

ε

 

, which will be widely used below
to simplify the form of the equations. We can also intro-
duce the nondiagonal (anomalous) Green’s function
corresponding to the Umklapp process 

 

p

 

  

 

p

 

 – 

 

Q

 

:

(5)

Let us now suppose that field (1) is random. Follow-
ing [15], we consider a rather specific model of disor-
der, in which the detuning vector 

 

k

 

 is regarded as a ran-

 

1

 

Such a choice of the vector for the antiferromagnetic superstruc-
ture or for a structure of the of charge density wave type implies
incommensurate ordering and corresponding fluctuations.
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dom quantity and its distribution function is written in
the form of the Lorentzian2:

(6)

where κ ≡  and ξcorr is the short-range correlation
length. Phase φ in expression (1) is also regarded as a
random quantity distributed uniformly on the interval
from 0 to 2π:

(7)

The field correlation function V(x) at various points can
be calculated elementary and is given by

(8)

where the angle brackets denote averaging over distri-
butions (6) and (7). The random field with precisely this
correlation function was considered in the well-known
publication [16] as well as in [7–9], where it was
assumed that the field is of the Gaussian type.3 The ran-
dom field V(x) considered here is not Gaussian in the
general case [15]. The Fourier transform (8) has the
form of a typical Lorentzian defining the effective inter-
action of an electron with short-range fluctuations [2]:

(9)

It is an interaction of this type that was considered in all
publications on the “dielectric” pseudogap cited above.

Green’s functions averaged over an ensemble of
random fields of type (1) with distributions (6) and (7)
are calculated by elementary integration. The mean
value of the anomalous Green’s function (5) is just
equal to zero (after averaging over distribution (7)),
which corresponds to the absence of a long-range
dielectric order. The averaged Green’s function (4) can
easily be obtained by term-by-term integration of series
(4) with respect to (6) and is given by

2 In fact, we are speaking here of a specific model of phase fluctua-
tions of field (1).

3 For a Gaussian field, all higher order correlators of field V(x) are
factorized, according to Wick, through paired correlators (8).

3k k( )
1
π
--- κ

k2 κ2+
----------------,=

ξcorr
1–

3φ φ( )
1

2π
------ for 0 φ 2π,≤ ≤

0, for remaining values.





=

V x( )V x'( )〈 〉 2D2 2 pF x x'–( )[ ]cos=

× κ x x'––[ ] ,exp

V eff q( ) 2D2=

× κ
q 2 pF–( )2 κ2+

------------------------------------- κ
q 2 pF+( )2 κ2+

-------------------------------------+
 
 
 

.

(10)

This is the exact solution for the Green’s function that
was proposed in [15].

In the subsequent analysis, we can assume that not
only the phase of field (1) fluctuates, but also its ampli-
tude D, and the corresponding Green’s function can be
obtained by simple averaging of expression (10) with
the corresponding distribution 3D(D). In particular, the
amplitude distribution can be chosen in the form of the
Rayleigh distribution [7, 8, 15]:

(11)

Averaging of correlators (8) and (9) in this case leads to
the simple substitution D  W. The average electron
Green’s function now assumes the form

(12)

where W determines the energy width of the
pseudogap. In the limit of large correlation lengths of
fluctuations of field (1), i.e., for ξcorr  ∞ (κ  0),
solution (12) coincides with that obtained in [7] for a
Gaussian random field. For finite values of κ, it coin-
cides with the solution proposed in [11] in the formal
analysis of the accuracy of approximations used in [8,
9], where the general problem of an electron in a Gaus-
sian random field with a paired correlator of type (8)
was considered. In [11, 15], it was proved that the den-
sity of states corresponding to Green’s function (12)
possesses a characteristic blurred pseudogap in the
vicinity of the Fermi level, the values of the density of
states being quite close quantitatively [11, 15, 17] (vir-
tually for all energy values in the incommensurate case)
to the values obtained in [8] as well as to the results of

G iεn p( ) 1
iεn ξ p–
------------------

1
iεn ξ p–
------------------+=

× D∗ 1
iεn ξ p iv Fκ+ +
-------------------------------------D

1
iεn ξ p–
------------------

+
1

iεn ξ p–
------------------D∗ 1

iεn ξ p iv Fκ+ +
-------------------------------------D

1
iεn ξ p–
------------------

× D∗ 1
iεn ξ p iv Fκ+ +
-------------------------------------D

1
iεn ξ p–
------------------ …+

=  
iεn ξ p iv Fκ+ +

iεn ξ p–( ) iεn ξ p iv Fκ+ +( ) D 2–
--------------------------------------------------------------------------------.

3D D( )
2D

W2
------- D2

W2
-------– 

  .exp=

G iεn p( ) D3D D( )d
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∞

∫=

×
iεn ξ p iv Fκ+ +

iεn ξ p–( ) iεn ξ p iv Fκ+ +( ) D 2–
--------------------------------------------------------------------------------

=  ζe ζ– iεn ξ p iv Fκ+ +

iεn ξ p–( ) iεn ξ p iv Fκ+ +( ) ζW2–
---------------------------------------------------------------------------------,d

0
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∫
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exact numerical simulation of the problem with a Gaus-
sian random field which was carried out in [18–20].4

If field (1) is created by fluctuations of a certain
dielectric order parameter (e.g., antiferromagnetic
order parameter or that of charge density waves), distri-
bution (11) may correspond to its Gaussian fluctuations
in the range of fairly high temperatures [10, 11]. As the
temperature decreases below a certain characteristic
value, the amplitude fluctuations become “frozen out”
even before the emergence of the corresponding long-
range order in the system (cf. [3, 21]) and we can sim-
ply set D = W, while the phase fluctuations are present
down to very low temperatures. For this reason, we will
use a solution of type (10), leading to a clearly mani-
fested pseudogap for large correlation lengths ξcorr [16],
assuming the low-temperature mode of short-range
fluctuations. Since we do not consider the microscopic
aspects of dielectric fluctuations, all the parameters
characterizing such fluctuations (like the correlation
length ξcorr = κ–1 and amplitudes D and W, viz., the
energy width of the pseudogap) are treated here as phe-
nomenological parameters. The low- or high-tempera-
ture mode of short-range fluctuations can be realized in
a similar way at temperatures differing, for example,
from the superconducting transition temperature.

A generalization to the case of a 2D electron system
typical of HTSC cuprates can be carried out on the
basis of the model of hot spots on the Fermi surface
which was considered in [4–6]. In this case, it is
assumed that two independent systems of fluctuations
of type5 (1), which are oriented along the orthogonal
axes x and y and which interact only with electrons
from flat regions of the 2D Fermi surface, are orthogo-
nal to these axes. We assume that the 2D potential in
which an electron is moving is factorized in these direc-
tions: V(x, y) = V(x)V(y) [4–6]. The size of flat (hot)
regions is defined by parameter α, the angular size of a
flat region viewed from the center of the Brillouin zone
being equal to 2α [2, 4–6]. In particular, the value of
α = π/4 corresponds to a square Fermi surface (com-
plete nesting), when the entire Fermi surface is hot. For
α < π/4, the Fermi surface contains cold regions on
which the scattering from fluctuations of the dielectric
order parameter is assumed to be absent and the elec-
trons are treated as free. In this model, various charac-
teristics defined by the integrals over the Fermi surface
consist of additive contributions from hot and cold
regions. The pseudogap rearrangement of the electron
spectrum takes place only in the hot regions (and in

4 Using the method developed in [7], it is also possible to calculate
exactly the two-particle Green’s function and the corresponding
frequency dependences of conductivity [15] in the model under
investigation. Unfortunately, the specific form of the disorder
being considered leads to a nonphysical behavior at zero fre-
quency, which corresponds to an ideal conductor.

5 It should be noted that this pattern is roughly similar to the con-
cept of phase separation in HTSC cuprates (stripes) [22] if we
treat the correlation length ξcorr as a characteristic size (period) of
stripe regions [2].

their vicinity), while the Fermi liquid behavior is pre-
served in the cold regions [2].

This pattern is in qualitative agreement with the
results of numerous ARPES experiments on under-
doped HTSC cuprates [1, 2], which indicate that
pseudogap anomalies appear in the vicinity of point (0, π)
in the Brillouin zone and vanish as we pass to its diagonal.
The presence of flat regions on the Fermi surface for
HTSC cuprates was also reliably observed in ARPES
experiments made by several independent groups [2].

3. GOR’KOV EQUATIONS AND THEIR 
SOLUTION FOR THE PSEUDOGAP STATE

An analysis of superconductivity in a system with a
pseudogap induced by short-range fluctuations of the
dielectric type will be carried out under the simplest
assumption concerning the existence of a pairing inter-
action of the BCS type, characterized by the attraction
constant V, which, as usual, is assumed to have a non-
zero value in a certain layer of width 2ωc in the vicinity
of the Fermi level (ωc is the characteristic frequency of
quanta ensuring the attraction between electrons). The
same approach was used by us in [4–6]. In the present
work, we confine our analysis to the s-type pairing only.
There are no principal difficulties for analyzing the d
pairing typical of HTSC cuprates, but the presence of
the angular dependence (anisotropy) of the supercon-
ducting gap in this case necessitates [4, 5] additional
integration, which considerably increases the comput-
ing time. At the same time, it was proved in [4–6] that
the effect of the pseudogap on superconductivity is vir-
tually the same in the s and d cases, the only difference
being in fact in the scales of the parameters leading to
the corresponding changes in the main characteristics
of the superconducting state (d pairing is less stable to
the dielectrization of the electron spectrum than the s
pairing).

Superconductivity in cold regions of the Fermi sur-
face is described by the standard equations of the BCS
theory. For this reason, we concentrate our attention on
the derivation of the Gor’kov equations in the 1D
model, which is equivalent to an analysis of hot regions
in the 2D case [5, 6]. In fact, Green’s functions (4), (5)
for a 1D system in the periodic field (1) form the matrix

(13)

g11

iεn ξ2–

iεn ξ1–( ) iεn ξ2–( ) D 2–
-------------------------------------------------------------,=

g12
D∗

iεn ξ1–( ) iεn ξ2–( ) D 2–
-------------------------------------------------------------,=

g21
D

iεn ξ1–( ) iεn ξ2–( ) D 2–
-------------------------------------------------------------,=

g22

iεn ξ1–

iεn ξ1–( ) iεn ξ2–( ) D 2–
-------------------------------------------------------------.=
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In the presence of Cooper pairing, the Gor’kov equa-
tions constructed on Green’s functions of type (13) can
be depicted by the graphs shown in Fig. 1. In analytic
form, this system of equations can be written as

(14)

where the superconducting gap is determined, as usual,
from the relation

(15)

Here, λ = N0(0)V is the dimensionless constant of pair-
ing interaction, and N0(0) is the density of states of free
electrons at the Fermi level.

The solution of the system of equations (14) gives

(16)

where

(17)

G11 g11 g11∆F11
+– g12∆F21

+ ,–=

F11
+ g11* ∆∗ G11 g12* ∆∗ G12,+=

G21 g21 g21∆F11
+– g22∆F21

+ ,–=

F21
+ g21* ∆∗ G11 g22* ∆∗ G21,+=

∆∗ VT F11
+ εn p( )

n, p

∑=

=  λT ξ pF11
+ εnξ p( )d

∞–

∞

∫
n

∑ λT F11
+ εn( ).

n

∑≡

G11
1

Det
-------- iε ξ1+( ) ε2 ξ2

2 D2 ∆+ + +( )[–=

– D2 ξ1 ξ2+( ) ] 1
Det
-------- iε ξ+( ) ε2 ξ η+( )2+[{–=

+ D2 ∆2+ ] D2η+ } ,

F11
+ 1

Det
--------∆∗ ε2 ξ2

2 D2 ∆2+ + +( )–=

=  
1

Det
--------∆∗ ε2 ξ η+( )2 D2 ∆2+ + +[ ] ,–

Det ε2 ξ1
2 D2 ∆2+ + +( ) ε2 ξ2

2 D2 ∆2+ + +( )=

– ξ1 ξ2+( )2D2 ε2 ξ2 D2 ∆2+ + +( )=

× ε2 ξ η+( )2 D2 ∆2+ + +( ) η2D2,–

and D is the real amplitude of the fluctuation field (1).
In accordance with relation (15), the Gor’kov Green’s

function  determines the energy gap of the super-
conductor. Taking into account the random nature of
the field of dielectric fluctuations, Eq. (15) must be
averaged over the fluctuations of phase η = vFk and
amplitude D using distributions (6) and (11) (for the
high-temperature fluctuation mode).

The cumbersome but direct calculations of the inte-
gral in Eq. (15) by the residue method give

(18)

where

(19)

Using now Eq. (15), we immediately obtain the follow-
ing equation for the superconducting gap in the 2D
model of hot regions [4–6]:

(20)

where  = (4/π)α is the relative fraction of hot regions
on the Fermi surface. The second term in Eq. (20) gives
the standard BCS contribution from cold regions con-
stituting the fraction (1 – ) on the Fermi surface.
Summation over n in Eq. (20) is carried out up to the
maximum value determined by the integral part of the
ratio ωc/2πT.

Using Eq. (20) and numerical calculations, we can
find the gap width ∆(η, D) for fixed values of η and D
(i.e., for the given value of the random field of fluctua-
tions (1)) for any temperature. Then, by averaging over
distributions (6) and (11), we can find the temperature
dependences of the averaged gap. In particular, for the
low-temperature mode of dielectric fluctuations, it is

F11
+

F11
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Fig. 1. Gor’kov equations in a 1D periodic field.



JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS      Vol. 94      No. 3      2002

SUPERCONDUCTIVITY IN THE EXACTLY SOLVABLE MODEL OF PSEUDOGAP STATE 659

sufficient to carry out averaging over phase η only; the
superconducting gap in this case is given by

(21)

In the high-temperature approximation, averaging over
amplitude D with distribution (11) must also be carried
out:

(22)

As a result, we obtain the temperature dependences of
the averaged superconducting gap 〈∆〉  without resorting
to any statistical assumptions like that concerning the
self-averaging of the order parameter. Similarly, we can

also calculate the temperature dependences of variance
〈∆2〉  – 〈∆〉 2, from which we can judge the extent of ran-
domness of ∆, i.e., on the presence or absence of self-
averaging. The results of corresponding calculations
will be discussed in the next section.

It was noted in the Introduction that, in most publi-
cations on superconductivity in disordered systems, an
analysis is carried out under the assumption of self-
averaging of the superconducting gap ∆. In this case, ∆
is in fact regarded as a nonrandom quantity indepen-
dent of the random characteristics of the field in which
the electrons forming Cooper pairs propagate. In our
case, these are the amplitude D and the phase η of field
(1); accordingly, the self-averaging over these parame-
ters can be analyzed separately.

Let ∆ be a parameter self-averaging over fluctua-
tions of η. In this case, we can assume that ∆ in Eq. (16)
is independent of η. Accordingly, the anomalous
Gor’kov function averaged over fluctuations of η has
the form

(23)

This integral can be evaluated directly; after cumber-
some calculations, we obtain

(24)

Accordingly, we can also evaluate the integral of
expression (24) appearing in the equation for the
pseudogap:

(25)

Thus, in spite of the cumbersome form of the anoma-
lous Green’s function (24), the inclusion of interaction
with fluctuations in hot (flat) regions on the Fermi sur-
face in the equation for the gap can be reduced to the
standard renormalization,

(26)

similar to that emerging in the problem taking into
account the effect of impurities on superconductivity

[23] and already encountered in the context of the prob-
lem under investigation in [6]. The analogy with the
impurity problem is almost complete since the quantity

vFκ = vF  is the characteristic reciprocal time of
electron flight through a short-range region with a
length on the order of ξcorr. Naturally, the effect of the
pseudogap is also associated with the emergence of the
square of the dielectric gap D2 in Eqs. (24) and (25).

Ultimately, the equation for the superconducting
gap in the model of hot spots under the assumption of
self-averaging over phase fluctuations assumes the
form

(27)

This equation can obviously be solved more easily than
Eq. (20) with subsequent averaging (21). In the absence
of fluctuations of the dielectric field amplitude D,
which is the case in the low-temperature region of
short-range fluctuations, it is precisely Eq. (27) that
determines the mean-field (in terms of [5]) behavior of
∆(T) relative to fluctuations of the random field (1).

In the high-temperature region of short-range fluctu-
ations with distribution (11) for D, under the assump-
tion of self-averaging over the fluctuations of D also,
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we obtain the following equation for the averaged
superconducting gap:

(28)

This equation describes a situation similar to that con-
sidered in detail in our earlier publication [6], where we
included the effect produced on superconductivity by
Gaussian dielectric short-range fluctuations using the
approach proposed in [8, 9]. In this case, fluctuations of
field (1) are taken into account exactly, but it is assumed
that ∆ is self-averaging. It will be demonstrated below
that all the results following from Eq. (28) are quite
close to those obtained in [6]. As κ  0 (ξcorr  ∞),
Eq. (28) is transformed into a similar mean-field equa-
tion derived in [5]. The superconducting transition tem-
perature obtained from Eq. (27) or (28) can apparently
be identified with the temperature at which an infinitely
narrow gap (superconductivity) emerges uniformly in
the entire sample [5].

In the next section, we will consider the results of
numerical solution of Eqs. (27) and (28) in comparison
with the results of exact analysis based on Eqs. (20)–
(22).

1 = 2πλT
2α̃
W2
------- DD

D2

W2
-------– 

 expd

0

∞

∫

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n 0=

ωc

2πT
----------

∑

×
1 v Fκ /2ε̃+

D2 ε̃2 1 v Fκ /2ε̃+( )2+
-------------------------------------------------------- 1 α̃–

ε̃
------------+





.

4. BASIC RESULTS AND DISCUSSION

Let us now consider the results of a numerical anal-
ysis of the equations given in the previous section.6

Figures 2 and 3 show the superconducting transition
temperature Tc in the low-temperature range of dielec-
tric fluctuations (the temperature at which the mean-
field gap defined by Eq. (27) vanishes) as a function of
the pseudogap width W (which coincides in the present
case with the dielectric gap amplitude D) and of the
correlation length, respectively. The results are in qual-
itative agreement with the corresponding results for the
high-temperature range of dielectric fluctuations
(where Tc is defined by Eq. (28)) as well as with the
results obtained by us earlier [6] in a somewhat differ-
ent model of short-range dielectric fluctuations with a
finite correlation length. Upon an increase in the
pseudogap width W, the mean-field temperature Tc is
suppressed. A decrease in the correlation length blurs
the pseudogap [2, 8, 15] and, accordingly, diminishes
the suppression of Tc.

Solid curves in Fig. 4 present the temperature
dependences of the superconducting gap 〈∆〉  averaged
over both amplitude D and phase η (the high-tempera-
ture region of short-range fluctuations, where 〈∆〉  is
described by formula (22)) for various values of vFκ.
The dashed curves describe the corresponding mean-
field temperature dependences of the superconducting
gap, which were obtained under the assumption of self-
averaging of the superconducting order parameter over

6 In the numerical analysis, it was assumed that the fraction of flat
regions on the Fermi surface is α = 2/3.
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Fig. 2. Superconducting transition temperature in the low-
temperature region of dielectric fluctuations as a function of
the pseudogap width W for various values of the correlation
length vFκ/Tc0 of dielectric fluctuations.

Fig. 3. Superconducting transition temperature in the low-
temperature region of dielectric fluctuations as a function of
the correlation length of these fluctuations for various val-
ues of the pseudogap width W/Tc0.
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both the amplitude fluctuations and the phase fluctua-
tions described by Eq. (28).

The superconducting gap averaged over fluctuations
also differs from zero in a temperature range above the
superconducting transition temperature Tc, which cor-
responds to vanishing of the mean-field superconduct-
ing gap (i.e., the gap which is homogeneous in the
entire sample). Moreover, it can be seen that the super-
conducting gap averaged over fluctuations differs from
zero in a narrow temperature region above the super-
conducting transition temperature Tc0 in the absence of
short-range fluctuations also. This is due to the fact that
there exist fluctuations of phase η, for which the Fermi
level falls to the region of the peaks of density of states,
which are associated with the formation of the dielec-
tric gap. Indeed, the density of states for a specific real-
ization of phase η and of the dielectric gap amplitude D
has the form

(29)

N E( )
N0 0( )
-------------

1
πN0 0( )
-----------------Im g11

R Epp( )
p

∑–=

=  

E η /2+

E η /2+( )2 D2–
------------------------------------------  for E η /2+ D,>

0 for remaining values,





where  is the retarded Green’s function which
can be obtained from Eq. (4) by the standard analytic
continuation iεn  E + i0 and N0(0) is the density of
states at the Fermi level in the absence of short-range
fluctuations. Consequently, for η/2 ≈ D, the Fermi level
corresponds to the peaks of the density of states, which
leads to an increase in the superconducting gap ∆(η, D).
Moreover, an increase in the dielectric gap amplitude D
broadens the peaks in the density of states (29); conse-
quently, if the condition η/2 ≈ D remains in force, the
superconducting gap ∆(η, D) increases with D. As a
result, at any temperature above Tc0 and for large ampli-
tudes of the dielectric gap D > D*(T), the phase dia-
gram plotted in the η vs. D coordinates always contains
a narrow region in the vicinity of the straight line η/2 =
D, in which the superconducting gap ∆(η, D) differs
from zero (see Fig. 5). This leads to the emergence of
an exponentially small tail on the temperature depen-
dence of the superconducting gap 〈∆〉 averaged over
fluctuations in the temperature range above Tc0.

7

The inset to Fig. 4 shows the temperature depen-
dence of the relative root-mean-square fluctuation

δ∆/∆ = /〈∆〉  of the superconducting gap
for the high-temperature mode of dielectric fluctua-
tions. In the case of large short-range correlation
lengths (ξ0/ξcorr ! 1), the superconducting order param-
eter fluctuations are very strong in the entire tempera-
ture range, indicating the obvious non-self-averaging of

7 In the model under investigation, this effect is obviously a conse-
quence of the one-dimensional nature of the random field of fluc-
tuations, leading to corresponding singularities in the density of
states (29). For this reason, it may turn out to be not universal and
inherent only in the given simplified model.

g11
R Epp( )

∆2〈 〉 ∆〈 〉 2–

Fig. 4. Temperature dependence of the superconducting gap
in the high-temperature region of dielectric fluctuations.
Solid curves correspond to the superconducting gap 〈∆〉
averaged over amplitude D and phase η and described by
expression (22). Dashed curves correspond to the mean-
field superconducting gap defined by Eq. (28). The inset
shows the temperature dependence of the relative root-
mean-square fluctuation of the superconducting gap. The
curves are plotted for W/Tc0 = 3 and for various values of
vFκ/Tc0.
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the superconducting order parameter. Surprisingly, the
superconducting gap fluctuations are quite strong in the
region of small correlation lengths also (at least in the
temperature range T > Tc). In particular, the tail on the
temperature dependence of 〈∆〉  for T > Tc is noticeable
even for vFκ/Tc0 = 100, when ξ0/ξcorr ≈ 30 ≥ 1.

Solid curves in Fig. 6 are the temperature depen-
dences of the superconducting gap 〈∆〉  averaged over
phase η (see Eq. (21)) in the low-temperature mode of
dielectric fluctuations, when the amplitude fluctuations
of the dielectric gap are frozen out and D = W. The
dashed curves are the corresponding temperature
dependences of the mean-field superconducting gap
obtained under the assumption of self-averaging of the
superconducting order parameter over the fluctuations
of phase η, which are defined by Eq. (27). For large
short-range correlation lengths, the averaged gap for
T < Tc is very close to the mean-field gap and has a rel-
atively small tail in the range T > Tc. Such a behavior in
the low-temperature mode of dielectric fluctuations is
associated with the fact that, for ξcorr  ∞, the ran-
domness of such a model disappears altogether (η = 0,
D = W). Accordingly, the root-mean-square fluctuation
of the gap, which is shown in the inset to Fig. 6 for a
large correlation length, is quite small for T < Tc, but
increases sharply for T > Tc. As the correlation length

decreases, the superconducting gap fluctuations δ∆ for
T < Tc first increase just due to the increase in random-
ness (parameter vFκ determines the width of the distri-
bution of phase η) and then decrease in the region
ξ0/ξcorr @ 1. In the tail region of the averaged supercon-
ducting gap (T > Tc), the superconducting gap fluctua-
tions are very strong. Although they decrease with the
short-range correlation length ξcorr, they still remain
significant even for small correlation lengths, i.e., in the
region ξ0/ξcorr @ 1.

As in the high-temperature mode of dielectric fluc-
tuations, the tail on the temperature dependence of the
average gap is observed for T > Tc0 also. This can be
explained by the above-mentioned factors. However,
the dielectric gap amplitude in the low-temperature
mode is not random any longer, but is strictly fixed (D =

W). For this reason, for Tc0 < T < , where  is

determined by the condition D*( ) = W, there exists
a narrow region of phases near η = 2W in which the
superconducting gap ∆(η, W) differs from zero, but no

such region is present for T >  (see Fig. 5);  is the
temperature to which the tail of the averaged gap
extends, i.e., the critical temperature for the averaged

gap 〈∆〉 . It follows from the definition of  that it is
obviously independent of the correlation length and
depends only on W. Since the width of the peaks of the
density of states (29) (and, hence, of ∆(η, D) also)
increases with D as long as the condition η/2 ≈ D is sat-

isfied, the value of  increases with W. The depen-

dence of  on W is shown on the corresponding inset
to Fig. 6.

5. CONCLUSIONS

In the present work, we have studied the features of
the superconducting state in the framework of the
extremely simplified model of the pseudogap in a 2D
electron system, which has an exact solution. The main
result is the obvious absence of complete self-averag-
ing of the superconducting order parameter (energy
gap) over the random field of dielectric fluctuations
leading to the formation of the pseudogap state. This
fact is quite astonishing from the viewpoint of the stan-
dard model of superconductivity in disordered systems
[12–14]. The absence of self-averaging, which is man-
ifested in the emergence of strong fluctuations of the
gap, can be seen most clearly in the range of tempera-
tures exceeding the mean-field superconducting transi-
tion temperature Tc that can be obtained from the stan-
dard equations written under the assumption of self-
averaging of the order parameter. This temperature is
identified by us with the temperature of the emergence
of a homogeneous superconducting state in the entire
sample, while the superconducting state in a real disor-
dered system is inhomogeneous. The superconducting
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Fig. 6. Temperature dependence of the superconducting gap
in the low-temperature region of dielectric fluctuations.
Solid curves correspond to the superconducting gap 〈∆〉
averaged over phase η for a fixed amplitude D = W,
described by expression (21). Dashed curves correspond to
the mean-field superconducting gap defined by Eq. (27).
Inset (a) shows the temperature dependence of the relative
root-mean-square fluctuation of the superconducting gap.
The curves are plotted for W/Tc0 = 3 and for various values
of vFκ/Tc0. Inset (b) shows the dependence of the critical

temperature on the pseudogap width.Tc*
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state can exist in the range T > Tc in the form of individ-
ual regions (drops) formed as a result of random fluctu-
ations of the local density of electron states. In contrast
to our previous publication [5], in which this pattern
was considered in the limit of very large short-range
correlation lengths ξcorr  ∞, the application of the
model [15] has made it possible to obtain the complete
solution for arbitrary values of ξcorr. This solution has
demonstrated the absence of complete self-averaging
of the superconducting gap even for ξcorr < ξ0, which
contradicts the naive expectations following from the
standard approach [2]. It was noted above that we are
not aware of publications in which the self-averaging of
∆ would be considered in the framework of exactly
solvable models of disorder. In the present paper, such
an analysis has been carried out. It is unclear, however,
to what extent the obtained results will be preserved in
more realistic models.

For further investigations associated with the given
model, it would be interesting to analyze the behavior
of the spectral density of the electron and tunnel densi-
ties of states as was done in our earlier work [5] in the
limit ξcorr  ∞. In particular, it would be interesting
to investigate the problem of self-averaging of the den-
sity of states, which is assumed in the theory of disor-
dered system almost in all cases.

As regards the comparison with the experimental
data on high-temperature superconductors, it should be
noted that the existence of microscopic superconduct-
ing regions coexisting with predominant regions of the
semiconductor type with a typical pseudogap in the
electron spectrum of Bi2Sr2CaCu2O8 + δ films was
clearly demonstrated in [24, 25] using the method of
scanning electron microscopy for measuring the local
density of states. These observations are in qualitative
agreement with the main conclusions drawn on the
basis of the model under investigation.

ACKNOWLEDGMENTS

The work was partly financed by the Russian Foun-
dation for Basic Research (project no. 99-02-16285),
CRDF (grant no. REC-005), and the Program of Fun-
damental Studies “Quantum Macrophysics” of the Pre-
sidium of the Russian Academy of Sciences, as well as
in the framework of state contracts of the Ministry of
Industry and Science nos. 108-11(00)-P under the pro-
gram “Statistical Physics” and 107-1(00)-P (contract
no. 7/01) under the HTSC program.

REFERENCES

1. T. Timusk and B. Statt, Rep. Prog. Phys. 62, 61 (1999).
2. M. V. SadovskiÏ, Usp. Fiz. Nauk 171, 539 (2001).

3. V. M. Loktev, R. M. Quick, and S. G. Sharapov, submit-
ted to Phys. Rep.; cond-mat/0012082.

4. A. I. Posazhennikova and M. V. SadovskiÏ, Zh. Éksp.
Teor. Fiz. 115, 632 (1999) [JETP 88, 347 (1999)].

5. É. Z. KuchinskiÏ and M. V. SadovskiÏ, Zh. Éksp. Teor.
Fiz. 117, 613 (2000) [JETP 90, 535 (2000)]; Physica C
(Amsterdam) 341–348, 879 (2000).

6. É. Z. KuchinskiÏ and M. V. SadovskiÏ, Zh. Éksp. Teor.
Fiz. 119, 553 (2001) [JETP 92, 480 (2001)].

7. M. V. SadovskiÏ, Zh. Éksp. Teor. Fiz. 66, 1720 (1974)
[Sov. Phys. JETP 39, 845 (1974)]; Fiz. Tverd. Tela (Len-
ingrad) 16, 2504 (1974) [Sov. Phys. Solid State 16, 1632
(1974)].

8. M. V. SadovskiÏ, Zh. Éksp. Teor. Fiz. 77, 2070 (1979)
[Sov. Phys. JETP 50, 989 (1979)].

9. M. V. SadovskiÏ and A. A. Timofeev, Sverkhprovodi-
most: Fiz., Khim., Tekh. 4, 11 (1991); M. V. Sadovskii
and A. A. Timofeev, J. Mosc. Phys. Soc. 1, 391 (1991).

10. J. Schmalian, D. Pines, and B. Stojkovic, Phys. Rev.
Lett. 80, 3839 (1998); Phys. Rev. B 60, 667 (1999).

11. É. Z. KuchinskiÏ and M. V. SadovskiÏ, Zh. Éksp. Teor.
Fiz. 115, 1765 (1999) [JETP 88, 968 (1999)].

12. L. P. Gor’kov, Zh. Éksp. Teor. Fiz. 37, 1407 (1959) [Sov.
Phys. JETP 10, 998 (1959)].

13. P. G. de Gennes, Superconductivity of Metals and Alloys
(Benjamin, New York, 1966; Mir, Moscow, 1968).

14. M. V. Sadovskii, Superconductivity and Localization
(World Scientific, Singapore, 2000); Phys. Rep. 282, 225
(1997); Sverkhprovodimost: Fiz., Khim., Tekh. 8, 337
(1995).

15. L. Bartosch and P. Kopietz, Eur. Phys. J. B 17, 555
(2000).

16. P. A. Lee, T. M. Rice, and P. W. Anderson, Phys. Rev.
Lett. 31, 462 (1973).

17. M. V. Sadovskii, Physica C (Amsterdam) 341–348, 811
(2000).

18. L. Bartosch and P. Kopietz, Phys. Rev. B 60, 15488
(1999).

19. L. Bartosch, submitted to Ann. Phys. (Leipzig); cond-
mat/0102160.

20. A. J. Millis and H. Monien, Phys. Rev. B 61, 12496
(2000).

21. S. A. BrazovskiÏ and I. E. DzyaloshinskiÏ, Zh. Éksp.
Teor. Fiz. 71, 2338 (1976) [Sov. Phys. JETP 44, 1233
(1976)].

22. J. Tranquada, J. Phys. Chem. Solids 59, 2150 (1998).
23. A. A. Abrikosov, L. P. Gor’kov, and I. E. Dzyaloshinskii,

Methods of Quantum Field Theory in Statistical Physics
(Fizmatgiz, Moscow, 1962; Prentice-Hall, Englewood
Cliffs, 1963).

24. T. Cren, D. Roditchev, W. Sacks, et al., Phys. Rev. Lett.
84, 147 (2000).

25. T. Cren, D. Roditchev, W. Sacks, and J. Klein, submitted
to Europhys. Lett.

Translated by N. Wadhwa




