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PREFACE

Michael Sadovskii will be 75 on February 25th, 2023. His entire scientific career is inseparable
from the Russian Academy of Sciences. He graduated from Ural State University in Sverdlovsk in
1971 and entered the postgraduate studies at the Department of Theory of the Lebedev Physical
Institute in Moscow, where his scientific advisor was Leonid Keldysh. This determined the direction
of his studies for many subsequent years. From 1974 to 1987 he was a research worker at the
Institute of Metal Physics of the USSR Academy of Sciences, and in 1987 he enrolled at the Institute
of Electrophysics of the Russian Academy of Sciences, both at his hometown Sverdlovsk (now
Ekaterinburg), where he organized a Laboratory of Theoretical Physics and headed it for 30 years.
At most difficult time for the Russian science (1993-2002), he was Deputy Director of the Institute
of Electrophysics. From 1991 to 2010, Michael Sadovskii also worked as Professor at the Chair of
Theoretical Physics of Ural State University.

M.V. Sadovskii is the author of nearly 200 scientific publications, including five monographs
and a number of fundamental reviews. The main areas of his scientific activity that he started when
a postgraduate student at Lebedev Institute are electron theory of disordered systems and theory
of superconductivity. He proposed a number of exactly solvable models of one-dimensional
electron systems, including the original model of the pseudogap state in the fluctuation region of
the Peierls transition accompanied by the formation of short-range order charge density waves
exhibiting non-Fermi liquid behavior. Later on, these studies became of great importance in
connection with the problem of describing pseudogaps in high-temperature superconductors. He
made a significant contribution to the theory of electron localization in disordered systems. He was
one of the first to apply arguments to this problem based on the scaling ideas and the instanton
approach. In his studies, he developed the self-consistent localization theory, which became the
most important practical tool for solving localization problems in disordered systems. Together
with Lev Bulaevskii he proposed for the first time a generalization of the theory of "dirty"
superconductors to the case of systems with very short mean free paths near the metal-insulator
localization transition. In particular, in these studies he presented a microscopic derivation of
Ginzburg-Landau expansion coefficients in the region of strong disorder and predicted for the first
time the possibility of realizing superconductivity in the Anderson insulator phase. He was also the
first to demonstrate the importance of local density of states fluctuations near the superconductor-
insulator transition, leading to a highly inhomogeneous state of superconductors in the vicinity of
this transition.

In 1987, after the discovery of high-temperature superconductivity in cuprates, M.V. Sadovskii
became actively engaged in the study of this new class of superconductors. Together with his
students, he carried out an extensive series of works devoted to clearing up the nature of the
pseudogap state in high-temperature superconductors. In particular, he generalized the one-
dimensional pseudogap models proposed by him before to the two-dimensional case. In recent
years, he proposed a new approach in the physics of strongly correlated electron systems that
allowed the inclusion of arbitrary "external” interactions in the dynamic mean-field theory (DMFT +
Sigma approximation). This approach was intensely exploited by him and his colleagues to describe
the properties of the pseudogap state in high-temperature superconductors, including those
obtained in calculations of the electron properties of real HTSCs, i.e.,, compounds based on copper



oxides (the LDA + DMFT + Sigma method), and also in the analysis of the general problem of the
metal-insulator transition in disordered systems with strong electron correlations (Mott-Anderson
transition). This approach was also actively developed by his group to describe the region of BCS-
Bose crossover in the disordered attractive Hubbard model, which is fairly pressing for a new class
of high-temperature superconductors.

After the discovery in 2008 of high-temperature superconductivity in pnictides and iron
chalcogenides, M.V. Sadovskii supervised the pioneering LDA and LDA + DMFT calculations of the
electronic spectra of these systems that proved to be highly consistent with ARPES experiments and
played the decisive role in the formation of the "standard" model of the electronic spectrum of new
superconductors. Recently he started the new field of research on the limits of Eliashberg theory
and the so called "Planckian relaxation” in metals.

In 1994, M.V. Sadovskii was elected a Corresponding Member, and in 2003 a Full Member of
the Russian Academy of Sciences. For many years, he has been a Member of Presidium of the RAS
Ural Branch and a Member of the Bureau of the Physics Department of the RAS. In 2002, he was
awarded the RAS A.G. Stoletov Physics Prize. In 2016 he was honoured by first V.L. Ginzburg Gold
Medal of RAS "for theoretical studies of high-temperature superconductors”. In 2018 he was
awarded S.V. Vonsovsky Gold Medal of the RAS Ural Branch. He actively works at the editorial
boards of the leading Russian physical journals - JETP and Physics Uspekhi.

In 2013, M.V. Sadovskii was among the members of the RAS who opposed the destructive
government reform of the Academy of Sciences and initiated the authoritative "July 1st Club”,
uniting the opponents of this reform.

In these two volumes we publish the selected reviews on condensed matter physics written by
Michael Sadovskii during his career in physics. The material is presented in chronological order
(Volume 1 contains reviews written in 1980-1997, while Volume 2 - reviews published in 2000-
2022).

Only English versions of the review are presented, though most (but not all) of these reviews
are also available in Russian. These reviews actually reflect almost all scientific interests of Michael
Sadovskii and contain almost all his major results, as well as the results obtained by many other
authors. We believe that the material presented is in no sense obsolete and will be of interest for
many readers involved in modern studies on condensed matter theory.
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1. INTRODUCTION

Investigations of electron transport processes in
structurally disordered systems (amorphous and ligquid
semiconductors, and also metals) have grown into an
independent and rapidly growing branch of the physics
of condensed matter.

The range of physical phenomena which occur in dis-
ordered systems is at least as wide as the range in
crystalline solids, and the practical imporiance of these
systems is increasing year by year. Among disordered
structures there are good metals as well as typical
semiconductors and insulators. As usual, their prop-
erties are governetd mainly by the structure of the elec-
tron energy spectrum. When external parameters are
altered or when the system changes, this structure
may be modified giving rise to changes in the various
electronic properties, in particular, to semiconductor -
metal or metal -semiconductor transitions. The spe-
cial nature of this effect in disordered systems is asso-
ciated primarily with the dominant role of disorder,
which gives rise to new transition mechanisms not ap-
plicable to crystalline solids. From this point of view,
investigations of the semiconductor-metal transition in
liquids are particularly illuminating because they pro-
vide an opportunity to alter the structure of the system
within a very wide range and thus study the role of
structural changes in the formation of the electron
gspectrum. Accumulation of data on this topic is par-
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ticularly desirable because the state of theoretical
ideas on disordered systems is far from that degree of
completeness which is characteristic of the theory of
crystalline solids. On the other hand, investigations of
this kind deal with the states of matter over a very
wide range of external parameters {such as pressure
and temperature)} covering practically the whole range
accessible at present under laboratory conditions; this
extends greatly our ideas on the physics of condensed
matter. The founder of investigations of noncrystalline
materials and specifically of the electronic phenom-
ena—conduction mechanisms and structure of the ener-
gy spectrum —is Abram Fedorovich Ioffe. His leading
role in the establishment of this branch of physics is
generally recognized and one is left to wonder at the
foresight of the scientist who in the forties and fifties
of the present century was able not only to formulate
the fundamental problems in a new branch of physics
but also to forecast (albeit in a qualitative form) the
soluticns of the most important problems.*

One of Ioffe’s predictions, based on profound scien-
tific intuition, is the hypothesis of the dominant role
of the short-range structural order in the formation
of the energy spectrum of electrons in noncrystalline
materials and the idea of localization of electron states
as the structural disorder factor increases.

Further development of the ideas of A. F. Ioffe and
establishment of an electron theory of disordered sys-
tems owes much to the more recent coniributions of
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P. W. Anderson, N, F. Mott, I. M. Lifshits, J. M. Zi-
man, and others.

At present the research on the topic of interest to us
is being pursued on a very wide front, including not on-
ly fnvestigations of the semiconductor-metal (SM}
transition in such noncrystalline materials as amor-
phous and liquid semiconductors, but also studies of
impurity subsystems in crystalline matrices. Work of
the latter kind is largely an independent subject and for
thig reason will not be considered in the present review.
We shall confine ourselves mainly to investigations of
electronic conduction in liquid semiconductors over a
wide range of temperatures, including the transcritical
state. Experimental studies, carried out mainly in the
last decade owing to the development of techniques for
measuring electrical properties at high pressures and
temperatures® (4000 ztm and 2000°C), have shown that
liquid semiconductors generally undergo two transfor-
mations of the electron spectrum at high temperatures:
the SM transition occurs at lower temperatures and is
preceded by enhancement of the interaction between
electron shells of the atoms (this is a delocalization
factor, operating in opposition to the structural dis-
ordering factor), and the metal~insulator (or metal-
dense plasma) transition oceurs at higher tempera-
tures, in the range of critical temperatures and pres-
sures, and is associated with a reduction in the density
of the matertal and with an opposite relationship he-
tween the interatomic interaction and structural disor-
dering factors. The two transitions obviously have
common criteria.

Apart from the intrinsic physical interest, the sub-
ject discussed in the present paper is also of consider-
able importance in geophysica because it makes it pos-
sible to understand a large number of fundamental
phenomena which occur in the interior of the earth,
Many molten rocks are typical semiconductors, they
exhibit the semiconductor -type temperature dependence
of the electrical conductivity, and have high values of
the thermoelectric power whose sign may vary with
temperature. We can expect SM transitions at high
temperatures and pressures in the earth’s interior.
The results of an analysis of these phenomena may be
decisive in support of the hypothesis of metallization of
molten matter in the earth’s core and the high value of
the thermoelectric power can be a powerful source of
heating of certain parts of the crust and mantle,"’

In the present review we shall be concerned with the
current status of the theory (See. 2) and we ghall com-
pare the theoretical and experimental results (Secs.
3-5). Cne should also mention that understanding of
the mechanism of the SM transition requires general
knowledge of the structure of the electron energy spec-
trum and of the special features of the electron trans-
port phenomena in disordered systems. Consequently, .
we shall consider briefly these topics in Sec. 2 by way
of introduction to the main theoretical and experimental
data.

Dgome of these problems are discussed in Ref. 221,
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2. THEORETICAL MODELS OF THE
SEMICONDUCTOR-METAL TRANSITION IN
DISORDERED SYSTEMS

A theory of the SM transition in disordered systems
should, in prineiple, follow the corresponding theory
for erystalline solids. First of all, one should deter-
mine the structure of the electron energy spectrum of
disordered systems and the changes in this structure
under the action of external parameters. The ideas
obtained in this way can then be used to go over to the
next stage which is a description of the electron kine-
tics and classification of the investigated systems into
metals, semiconductors, and insulators. The knowl-
edge of possible changes in the electron spectrum
should make it possible to compare directly these
changes with the transitions observed experimentally.
This approach is fundamentally clear, but its realiza-
tion meets with considerable difficulties.

In spite of much work of theoreticians and in spite of
the availability of extensive experimental data, a self-
consistent theory of electrons in disordered structures
is in practice still lacking. However, there are many
models and ideas of a qualitative nature which make it
possible to interpret the observed effects. A detailed
presentation of these ideas can be found in the well-
known books of Mott and Davis® and Mott*, as well as
in several reviews.®® We shall eonsider briefly the
main theoretical results relevant to the subject of the
present review.

The main difficulty in the theory is the absence of
translational symmetry because such symmetry leads
to very great simplification in the case of ideal solids,
in an analysis of the electronic properties associated
with the Bloch theorem and with the results of the band
theory. As is known, classification of solids into
metals, semiconductors, and insulators is usually as-
sociated with the energy band structure. A consider-
able simplification of the theory arises also from the
fact that it is usually possible to reduce the real many-
body problem to an effective weak interaction between
quasiparticles, i.e., it is possible to reduce the prob-
lem to the one- or two-particle level. In the case of
disordered systems neither the former nor the latter
simplification is possible. Strictly speaking, in the
absence of translational symmetry we cannot introduce
the conecept of the band electron spectrum or the idea
of effective quasiparticles. In view of the random na-
ture of disordered systems one has te employ charac-
teristics which are statistical averages over ensembles
desecribing the structure of a system of one or ancther
kind. It is then found that although usually it is not
possible to specify the dispersion law for electrons in
the form of a weil-defined dependence of the energy on
the quasimomentum E(p), it is nevertheless possible
to describe the electron spectrum by the density of the
electron states N(E} averaged over the ensemble of
random configurations.® The work on the theory of
imperfect crystals, particularly doped semiconductors
and alloys, giving rise to the concept of density-oi-
states tails in the band gap'®™'® and the ideal of local-
ization of electrons in such tails have been important in
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FIG. 1. Dengity of electron gtates in liquids: a) lguid metals;
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the development of suitable representations. Mott®*
proposed several possible variants of transformation
of the energy band spectrum of solids as a result of
loss of order (for example, at the melting point).
Figure 1 shows the various densities of electron states
in the order of increasing importance of the short-
range order or the degree of binding of electrons to the
potential field of the atomic structure. The case shown
in Fig. 1a corresponds to the total disappearance of the
band gap and then N(E) is analogous to that for free
electrons and it describes, for example, liquid metals,
In the case shown in Fig. 1b there ts-a dip in the densi-
ty of states in the range of energies corresponding to
the band gap in the crystalline state. This range of
energies is usually called the pseudogap. The depth of
this pseudogap is usually described by the ratio g
=N{E;)/N,(Eg), i.e., by the ratio of the true density of
states at the Fermi level to that calculated in the free-
electron approximation, '

Since the pseudogap region can be regarded as the
range of energies where the density-of-states tails of

the #valence” and “conduction” bands overlap, the idea ‘

of localization of electrons at the band edges mentioned
earlier is applied to the two-band case in Fig. 1c when
the pseudogap is sufficiently pronounced.

In general, we have N(E)+0, but we cannot exclude
the possibility of a situation in which there is a true
band gap, i.e., when there is a range of energies where
N(E)=0. However, in spite of the fact that N(E;)# @,
in the case shown in Fig. lc when the Fermi level lies
‘within the region of localized states in the pseudogap,
we effectively have a model of a liquid or amorphous
semiconductor. Since the electron mobility at localized
states bounded by the mobility thresholds E, and E_ is
much less than the mobility of electrons of energy ex-
ceeding E, or less than E,, at sufficiently high tem-
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peratures T the conduction process is dominated by
carriers in delocalized states. The range of energies
E, - E, acts as a mobility gap®™® and it is respensible
for the semiconductor behavior of the system in the ab-
sence of a true band gap. The conductivity then dbeys
a typical semiconductor equation:

aga‘,exp(_ﬁ.‘i;‘rﬁ)' (1)

where Ey is the Fermi energy of electrons, i.e., it is
governed by the thermal excitation of carriers across
the pseudogap. The presence of this pseudogap gives
rise to a number of special features of the transport
phenomena (compared with the case of free electrons),
even when there are no localized states inside the
pseudogap.

The “two-band” scheme of the density of states of the
type shown in Fig. 1c is a natural consequence of the
approach postulating a pattern of a “faulty® erystal
which has initially an energy band structure on which
a random field is then superimposed. However, there
is also the fundamental problem of postulating an analog
of the band structure {of the type shown in Fig. 1e) for
an intrinsically disordered system, such as a liguid or
an amorphous body, without making any assumptions
about the initial periodicity. Attemptsto find the en-
ergy spectrum of disordered systems should start from
two limiting cases considered in the theory of solids:'*
the tight-binding approximation or the model of almost-
free electrons. '

In the former case we have elecirons whose wave
functions are localized near individual atoms. As the
atoms approach one another, their levels spread into
energy bands because of the overlap of the wave func-
tions and in general this is not related t¢ any long-
range order. Therefore, it would seem natural that in
thig situation there should be some kind of band”
structure governed only by the short-range order and
by the overlap of the wave functions of the nearest
neighbors. One would then expect to retain even the
true band gap. Theoretical papers implementing these
ideas in mathematical form have been published recent-
ly. 5" Weaire and Thorpe!® considered a model Ha-
miltonian of a disordered system comprising german-
ium -type atoms (with covalent bonds) and electrons re-
garded as localized at atoms and bonds. They were
able to demonstrate rigorously that, in spite of the
structural disorder, a system of this kind should have
a band structure with a true band gap. The valence
and conduction bands are formed by electron states of
the bonding and antibonding type. It is probable that
this model will apply to the properties of systems such
as amorphous germanium and silicon.

The Ziman group used machine calculations to
show'®~'* that the density of states in amorphous Ge
and St structures is governed by the scattering of elec-
trons by relatively small clusters (=10 atoms) with a
specific geometry of the distribution of atoms, and the
density of states is found to be relatively insensitive to
the distribution of the clusters themselves, The densi-
ty of states has a typical pseudogap which is in full
agreement with the available experimental results.

Aleksesv et al. Bb3



All these investigations confirm the idea first put
forward by A. F. Ioffe that the *band” structure of
amorphous and liquid systems is governed primarily
by the short-range order.

A special difficulty arises in the derivation of the
density of electron states with a pseudogap using the
language of almost-free electrons scattered by a weak
pseudopotential of ions®’ distributed in a correlated
manner in a liquid. The first attempts in this direction
were made by Edwards.?' The subsequent calculations
carried out using real structure factors of liquids and
medel pseudopotentials of ions gave a density of states
very close to that for free electrons.? 2 Ziman?t
showed that under certain (fairly rigorous) assumptions

" about the higher correlation functions of ions (in parti-
cular, the four-ion function) it is possible to obtain a
semiconduetor -type density of states. However, there
are at present no theoretical or experimental methods
which would make it possible to find the higher corre-
lation functions for a liquid.

Sadovskii®'?® showed that the use of a characteristic
binary structure factor of a liquid and the assumption
of a strong nonlocality of the ion pseudopotential cor-
responding to predominance of the backscattering makes
it possible to construct a model of the electron spec-
trum of a liquid with a pronounced pseudogap in the en-
ergy range corresponding to the band gap of a crystal.
This model is equivalent to an ensemble of ideal semi-
conductors whose energy gap in the spectrum varies in
a random manner from one semiconductor to another,

We can summarize the current situation by saying that
the evolution of the structure of the energy spectra
{densities of electron states) on transition from crystal-
line solids to liguids and amorphous structures is now
qualitatively understood but the representations em-
ployed cannot be regarded as having the same reliabili-
ty as in the case of crystals and, moreover, they can-
not be used to caleulate the specira of real systems.

A theoretical understanding of the kineties of elec-
trons in disordered systems and particularly of possible
mechanisms of the SM transition, which is the subject
of the present review, ig in an even earlier stage of
development. Before discussing the current ideas, we
shall deal first with the concept of localization of elec-
trons in a random field which ig one of the main mech-
anisms for the transition from metallic to semiconduct-
ing type of conduction in disordered systems,

The first and still the fundamental results on local-
ization were obtained in the well-known work of Ander-
son.2” We shall consider briefly the Anderson model
without attempting to be rigorous. The reader inter-
ested in details should turn to the original papers®™**
and to reviews, %?

We shall consider a three-dimensional lattice of
sites distributed regularly or randomly. An electron
at a site 7 has an energy E, which is regarded as a
stochastic variable distributed in a band of energies of

In the case of crystalline semiconductors such a description
has now reached a highly advanced state.!?

554 Sov. Phys. Usp, 23(9), Sept. 1980
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width W with a certain distribution density P{E,}. The
averlap of the wave functions at neighboring sites gives
rise to an interaction ¥, describing the transfer of an
electron from one site to another. In an irregular lat-
tice the interaction V,, is also generally a stochastic
quantity, but it is usual to consider the c¢ase of an ideal
lattice with an energy disorder of levels at the different
sites.

We shall assume that initially (at #=0} an electron is
located at some specific site { and we shall congider
the time dependence of its wave function. The main re-
suit of Anderson is that for V,; which decreases with
distance between the sites [Ru | faster than |R,J |" and
has an average value smaller than a certain critical
potential V,~W, an electron remains localized in the
viceinity of the site 7 in the sense that even as f— « the
amplitude of the wave function at the site { is finite and
decreases rapidly with distance, The physical mean-
ing of this result is related to the circumstance that an
electron can tunnel only to a site of energy which is
identical with the level E, determined by the initial con-
ditions. However, under the above conditions the prob-
ability of finding, in the vicinity of a given site, another
site with the same energy increases with distance away
from this site at a rather much slower than the rate of
reduction of the interaction ¥, with the same distance.
Therefore, the probability of electron jumps is zerc
and there is no electron transport in the system as long
as we consider the case of zero temperature,

We shall now consider a very much simplified version
of the proof given by Anderson. The Hamiltonian of the
Anderson model has the form

H=7 Ewja;+ = Vyaiag,
i 17

(2)

where a; and g, are the eleciron creation and annihila-
tion operators at sites j and #; V,, is assumed to be
equal to the constant ¥ which differs from zero only for
transitions between the nearest neighbors.

It is assumed that init_ially an electron is at a site ¢
whose wave function ig i), Subseguantly #>0 the wave
function hag the form

¢ () =T e (- @)
The quantity p,, =lim, .., c,(t)|® represents the probabili-
ty of finding a particle in a state ]7) atthe moment
t==w, The probability p,, naturally depends on the set
{E,}. Ifp;#0, there are electron states localized

near the site i. The nature of the electron states is
governed by the one-electron Green function

|-

representing the amplitude of the probability of a tran-
gition of an electron of energy E from a site j to a site
i. In particular, p,, can be expressed in terms of
G,i(E) (Ref, 30). A renormalized series in the theory
of perturbations with respect to V is obtained for this
Green function. Anderson showed that the problem of

—_— @)

GU(E)='<¢'I
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localization reduces to a study of the convergence of
this series and, in view of the random nature of the
quantity E,, the convergence is understood to be in the
sense of probability. *™™® Simplifying the treatment in
Ref., 31, we can say that it reduces to whether the
diagonal element (4) has an isolated pole:

Gy (E) '=—E_AT:(£]— ' (5)
which ean be interpreted as the eigenenergy of an elec-
tron localized at the i-th site. The quantity &, shoultd
be real because otherwise such a state decays with
time, i.e., an electron becomes delocalized in the 1li-
mit { —«=, The eigenvalue ¥, is given by the Brillouin-
Wigner periurbation theory:

V3V !
3"

F—

(6)

1 1
—F; 5 VE=g 't

Ei=E+ XV
2
If the series (6) (or, more precisely, a renormalized
geries in which the reopeated sites are eliminated in the
sums) converges near the real axis of E (apart from the
point #,), a sequence of real terms converging to the
real value of #, iz obtained alohg the real axis. The
localization condition reduces to the requirement of
convergence of a series of the type given by Eq. (6).¥

Since E, are random variables, the convergence of
the series (6) should be considered, as mentioned
above, in the statistical sense and this requires a com-
plex analysis.”™* However, a simplified estimate of

. the convergence condition can be obtained as follows.
We shall consider various contributions of the order of
Vi where L 1. Since each lat{ice site has Z near-
est neighbors, there are in all Z% contributions and
each of them is a product of L factors of the type

|4
T[(E)"—"m;-.

M

If we assume that the quantities E; in these cofactors
are independent, we can find the value of the product
in question by taking the average of its logarithm over
the distribution of E:

(n|T:Ts ... Te=Ldn (T (8)

Then, the series (6) behaves, on the average, asa
geometric progression and converges if

@

This condition (the equation for E) defines the range of
energies where electrons are localized. Anderson™
used the following distribution of E;:

i

Zewpu | T &) ) <1

for |E; < -;—W,

P{E,}-;{ w . (10)
1] for 1E1|>TW'
Then, e
(|7 (E)) = ‘i a8 In| |
-Wi2
) g B (- B B ]
(1)

e ghall, in fact, ignore a number of finer aspects which
are discussed in detail in Refs. 6, 27-30, and 32.
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The scatier of the energy at sites W required for
localization clearly depends on the energy E of the
state of interest to ugs. We shall consider the state at
the center of the band where E =0 (such states are
most difficult to localize). Then, the condition (9)
simplifies and reduces to the inequality™

> 2. (12)

For a simple cubic lattice of Eq. (8), we can introduce
the band width B=2ZV and obtain W/B>e.

Thus, if the random scatter of the energy at iaitice
sites is sufficiently large in the sense of the condition
{12), all the electron states in a band are localized. A
system is then an insulator of special type in which
electron transport can take place only as a result of
thermally activated jumps between local states. The
metal —insulator transition caused by localization in a
random field is usually called the Anderson transition,
The criterion of total localization given by Eqs. (9) and
(12) has been refined by many authors, %% %3 Dif.
ferent values for the critical scatter of the energy
levels W. are obtained depending on the approximations
used in analyzing the convergence of a series of the
type of (6). In order-of-magnitude estimates we can
use Eq. (12) or the best numerical estimate of Ander-
son.? The fundamental point is the existence of such a
critical ratio.

For a fixed value of W the localization conditicn can
be analyzed as a function of E, which is the energy of a
band electron.®3%% The qualitative situation is il-
Justrated in Fig. 2 (the localization region is shaded).
The most important is the appearance of critical fields
E. and E_, separating the regions of loealized and de-
localized states. These energies are usually called the
mobility thresholds. Naturally, location begins at
band edges and on increase in the amplitude of the ran-
dom fields W the mobility thresholds tend {o move
toward the center of the band, so that the localized
states cover increasing parts of the spectrum,

A description of the behavior of electron states and
their kinetics near the mobility thresholds is the fun-
damental problem in the theory of disordered systems.,
Anderson®® showed that in the range of energies cor-
responding to localized states the electron wave func~
tions decrease exponentially with distance over a length
equal to the localization radius and as the energy of the
state E tends to the localization threshold, the radius

M{EN

yah .

For 7 £, E

FIG. 2. Density of electron states in the Anderson model for
& given ratio W/V. Here, E, and E s are the mobility thresh~
olds.
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diverges:
a)

[

-

£—E,
S

(13)

where a is a length of the order of the interatomic
distance. This behavior regsembles the divergence of
the correlation radius of fluctuations at a second-order
phase transition point and suggests that the behavior of
electron states in the critical region near the mobility
threshold may be governed by scaling dependences
(typical of phage transitions) with critical indices
governed only by the dimensionality of space.¥ Some
results on this point are obtained in Ref. 36, where it
is shown that the index v in Eq. (13) is the index of the
correlation length in a specific problem of a second-
order phase transition with a null -component order pa-
rameter. % The index v is calculated there by the
Wilson £ expansion method.” It is found that for a
three-dimensional space the index 1s ¥ =0, 8, in full
agreement with the Anderson result®® obtained by nu-
merical analysis of the statistics of nonintersecting
paths on a lattice, which governs the structure of the
perturbation theory series for the Green’s function (4}
[see comments after Eq. (6)]. It is shown in Ref. 36

_ that the spatial behavior of this Green’s function is
identical with the corresponding behavior of the corre-
lation function of the phase transition mentioned above.
The behavior of the Green’s function in question at the
localization threshold demonstrates® that a power-law
localization of wave functions in the Anderson model
assumed by Thouless® is impossible. It should be
siressed that the results of Ref. 36 apply to the mos!?
probable Green’s function of an electron found using the
Anderson approach. However, the majority of the mea-
sured physical quantities are governed by the average
Green’s functions, Attempis to apply an analogous
treatment to the average correlation functions (relating
to the density of states or the conductivity) have met
with serious difficulties, ™ It has been found that the
problem reduces to an analysis of an unstable field-
theoretic problem and the application of perturbation
theory gives nonphysical singularities reflecting prob-
ahly a smooth transition from weak to strong binding.*
The size of the trangsition region on the energy scale is
identical with the size of the critical region in the the-
ory of phase transitions,*** but the scaling behavior of
the correlation functions is not observed. Similar re-
sults are obtained in Refs. 42 and 43. An analogy be-
tween localization and a transition to a spin glass state
is suggested in Ref. 45 but once again sealing behavior
is not observed. The whole problem is considerably
more complex than that of critical phenomena in
second-order phase transitions,®'

The above analysis of localization is directly applica-
ble to systems with energy disorder of which the only

“)n the case of a transition at the center of a band we have
Rye%a | (W=WJ)/ W, | for Wz W,.

#)The scaling theory of localization has heen developed further
in recent papers®'$-#20 byt the problem 18 far from finally
solved and the results obtained by different authors are quite
contradictory.

B At absoluie zero,
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examples are probably disordered alloys. Real disor-
dered systems usually have structural disorder (li-
quids, amorphous bodies). It is usual to assume that
structural disorder always results in energy disorder
because of unavoidable (due to the irregular distribu-
tion of atoms) fluctuations of the potential field acting
on electrons. The above analogy with phase transitions
suggests universality of the localization effect. At-
tempts to generalize the theory of Anderson have al-
ready been made.*® With this in mind, detailed inves-
tigations have been made of elecirons in a system of
randomly distributed scattering centers*™* and fairly
rigorous results have been obtained, particularly those
on the behavior of the localization radius of the type
described by Eq. (13). It may be that further develep-
ment of methods not based directly on perturbation the -
ory (quasiclassieal approach)} will help to solve the
above problem of the behavior of the average correla-
tion functions.

It is of fundamental interest to estimate the minimal
metallic conductivity, which is typical of the Anderson
model in the case when a system is at the threshold of
localization of all the states in a band. ® Estimates of
this conductivity were obtained by Mott.*>*" We shall
use the Kubo-Greenwood formula for the static con-
ductivity at absolute zero:*

2t
9=

|Dggtt N2 (Eg), (14)
where e is the electron charge, m is the electron
mass, § is the volume of the system, and Ds; is the
matrix element of the momentum operator averaged
over the states on the Fermi surface. The Fermi level
Ep is at the midpoint of the band, It is assumed that
the phases of the wave functions of electrons at neigh-
boring localization centers (atoms) are not correlated.
Then, i

De = YN, (15)
where N=§/a% is the number of sites (atoms) in &
volume {, and the quantity 6 has been estimated in
various ways.*® In particular, Mott® assumed

A
WENESEY (16)

where m* is the effective electron mass in a periodic
laitice. Then,

2nte it
o =

IV (Ep)2, (17)
so that introducing an overlap integral ¥ ~#2/2m*e® and
also assuming approximately that N(E;)=1/a*W ({the
notation is the same as in the above discussion of the

Anderson model), we obtain
(+)"

It follows from the best estitnate of Anderson®? that the
localization of electrons in the band occurs for (W/V,)
=60 when the laitice is characterized by Z=6. There-
fore, for a system with the Fermi level lying at the

r
W

Baded

T (18)

(L=
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midpoint of the band the minimal metallic conductivity
is

crmmsso.ﬂﬁ{-;;. (19)

For a=4 &, Eq. (19) gives o,,, =350 Q1. cm™,

Mott modified the estimates given by Egs. (16)-(19)
on several subsequent occasions. *% In view of the
seatier in the values of (W/V), and the fairly large in-
determinacy of the estimate given by Eq. (16), one
should not treat the specific values too seriously.
However, Eq. (19) can be expected to give the correct
order of magnitude: Oy, 210° @.cm™. Estimates
obtained using the elementary Drude formula®* for the
case when the mean free path is I ~a give values o
z10° @t rcm™,

A rigorous justification of the concept of minimal
metallic conductivity 1s one of the main tasks of the
theory. Recently, Thouléss and Licciardello®™ were
able to demonstrate the existence of a universal metal-
lic conductivity minimum for two-dimensional systems.
Their analysis is in fact based on the above analogy be-
tween localization and phase transitions, and on ap-
plication to the two-dimensional Anderson model of an
analog of the Kadanoff procedure used earlier to de-
scribe the critical region in the problem of phase tran-
sitions.¥ In the Anderson lattice a unit cell of side @
is replaced with a new cell of site L containing N sifes
of the original lattice (Fig. 3). Periodic continuation
of such a large cell in space has the effect that in the
new lattice each of the N levels spreads into a band of
width 2AE. The initial Anderson lattice can obviously
be described as consisting of new cells of side L in
each of which there are N random levels, Then, the
effective binding of electrons at two levels in neighbor-
ing ceils (an analog of the overlap integral V for the
gystem of new cells) is evidently of the order of ¥V,
=(1/Z)AE (Z is the nutnber of the nearest neighbors)
because this type of binding ensures a band of width
2AE when the new cell is continued periodically in
space, The separation between the energy levels in
neighboring cells is of the order of W, =L~ *N"Y(E),
where N(E) is the dengity of states per unit volume (d
is the number of dimensions of space) of the original
lattice. If one of the N bands is considered in the new
lattice, then W, can be regarded as an analog of the
statistical scatter of lavels W in the original lattice,
We thus have a procedure for going over from the orig-
inal Anderson model characterized by the ratio W/V to
a new (scale-transformed) model of the same type with
an effective Hamiltonian characterized by a new ratio
W,/V,, which is an exact analog of the scaling trans-
formations in the theory of phase transitions.® The
process of scale transformations can be continued along
the chain:

VN—)'VNG“?VNS» -
Wy—+Wye Wy — ...

NRecent results relating to this scaling description of the mo-
bility threshold can be found in Refs. 219 and 220, where it
is shown that the problem of existence of the minimai me-
tallic condyetivity is not clear even for 4=2.

557 Sov. Phys. Usp. 23(9), Sept. 1980

13

[+ o oo Q ° o o

-] o o| e o o -] o

FIG. 3. Thouless and Liceiardello construction. Each cell
with the gide La is regarded as a site in a new lattice.

by considering cells containing N2, N3, etc. of the
original lattice sites, i.e., by increasing the sides of
each new cell by the factor L. If the states of energy
E are localized, then each transformation to a new
scale causes V, to decrease as exp(~L), whereas Wy
decreases as L™« N, so that V,/W, decreases as
«N exp(-N'/%), Since for some value V/W there is a
mobility threshold for any Z in the original band,*+*
there must be a maximum ratio (¥, /W), for which ex-
ponential decrease of this kind still occurs. We can
show™'5* that in the case of delocalized states, we
have

v, = 8D (E) L, (20)
where D(E) is the diffugion coefficient of an electron of
energy E. This relationship can be interpreted as fol-
lows. A delocalized electron in a system of cells of
length L may diffuse in a time 7, from one cell to
another. The coefficient of such diffusion is Dac L2 /7.
Clearly, the indeterminacy of the electron energy is
V, <k /7y, which leads to Eq, (20). Then, V,/W,
=H D(E)L** and, application of the Einstein relation-
ship between the diffusion coefficient and the conduc-
tivity

o (E) = 2¢*D (E) N (B), (21)
gives
on =317 (). 2

This formula demonstrates the universality of the mini-
mal metallic conductivity for d=2 if (V,, /W), is in this
case a constant under scale irans{ormations. Numeri-
cal analysis of this model’®** ghows that for 4=2 we
have (V,/W,),=0.12£0,003, so that oy, ~3x10™
Q™1.em™, irrespective of the nature of the original lat-
tice, confirming universality of the localization efiect,
similar to the universality of critical phenomena. An
analogous result is not obtained for d=3. In this case
the minimal metallic conductivity depends on the scal-
ing length. The Mott formula (19) follows from Eq. (22)
if (Vy/W,) e N3, but detailed mmerical calculations
confirming this behavior have not yet been carried out.

It nevertheless seems natural to assume that in the
region of delocalized states we have Vo L2 N-* and
WyxN" (Ref. 33). This scaling approach is clearly
not rigorous and requires special justification,”
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Wegner®® attempted to construct an analytical renor-
malization group scheme realizing the Thouless and
Licciardella procedure, The framework of two alter-
native hypotheses on the behavior of the renormalization
group transformations made it possible to obtain scal-
ing behavior of the physical quantities near the mobility
threshold, However, it should be stressed that explicit
justification of these hypotheses (calculation of indices,
ete.) may-—as mentioned above —meet with difficulties
associated with the inapplicability of perturbation theo-
ry. Therefore, the question of scaling at the mobility
threshold remains open.

In 2 recent paper™® Mott gave qualitative reasons in
support of the dependence of the existence of a minimal
metallic conductivity on the eritical index v of the lo~
calization radius [see Eq. (13)], because it is not pos-
sible to ensure that the phases of wave functions at
neighboring sites [see Eq. (15)] are random for suf-
ficiently small values of v. According to these esti-
mates, there is a minimal metallic conductivity if
v= 2/d, where d is the dimensionality of space. The
index v =0.6 obtained for 4=3 (d=4 ~£) in Refs. 29
and 36 does not satisfy this condition, whereas r=2/3
obtained in Ref, §1 does satisfy it. For d=2 & numeri-
cal analysis®™ of a model considered in Refs. 53 and 54
is shown to give » =1, which satisfies the condition of
existence of a minimal conductivity. These results
stress the need for a correct analysis of the eritical
behavior near the mobility threshold. For d=3 the
difference between the values 0.6 and 2/3 may be im-
portant but the existing theory {and experimental re-
sulis!) are not sufficiently sensitive fo be affected by
this difference.

Assuming that the localization effect is universal, we
can apply the results obtained in the Anderson model in
constructing a qualitative picture of electronic phenom-
ena in disordered systems, particularly in liquids.**
It is assumed that, as in the Anderscn model, regions
of localized states appear near the band edges (Fig. 2)
and that mobility thresholds E, and E, (Fig. l¢} occur
if the pseudogap in the density of states of a liguid is
sufficliently deep, which corresponds to a transition
from a quasimetallic to a semiconducting liquid, It
should be stressed that there is as yet no self-consis-
tent theory of the transport phenomena in quasimetallic
liquids. Typical conductivities of these liquids are
such thai the mean free path of electrons is elearly less
than the interatomic distance. Then, electrons exhibit
an analog of diffuse (Brownian) motion, 3% Mott sug-
gested for this case the following heuristic generaliza-
tion of the usual formula for the conductivity of a
liguid metal:?*

1S pl

O="Tgp £ (23)

where g=N(Ep)/N,(Ep), Sp=45p% /%" is the area of the

B3t would be more correct to assume™! that the estimate of
O 10cludes here not the interatomic distance ¢ but ag_,
which is the distance hetween states with a given ~Ey and
which can be greater than a.
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Fermi surface in the reciprocal space, [ is a charac-
teristic length resembling the mean free path or, more
likely, the phase coherence length,%® The arguments
put forward by Mott in support of Eq, (23) are very
qualitative and are based on generalization of the Zi-
man formula in the theory of liquid metals by introduc-~
tion of the dependence ccN2(E), typical of the Kubo~Green-
wood formula (14). It is assumed that this dependence
appears in a situation when ppl/%~1 because of strong
scattering. On the other hand, it is known® that in the
case of weak scatiering (liquid metals, pel/f>> 1) this
dependence disappears completely. The result oo g?
was obtained by Friedman® in the random phase model
when the phase coherent length is less than the inter-
atomic distance. The Hall coefficient is then given by

Res %Ru, (24)

where R, is the Hall coefficient in the free-electron
approximation and C=0.7. IfI~a (a is the interatomic
distance) in Eq. (23), then for one electron per atom,
we obtain

[« -1 -3“:&— a2 (25)
For a=3 A and g=1, we have 0=1500 2 .cm™. In
the case of a divalent metal, multiplicaticn of this val-
ue by 22’3 gives 2500 @' .cm™. We have seen above
[Eq. (19)] that the transition from the scheme in Fig.
1b to the one in Fig. lc occurs at the localization
threshold for oy, =0.06¢°/%a.” Therefore, a reason-
able estimate of the depth of the pseudo gap at which
localization begins and a liguid metal changes to a
liquid semiconductor is g2~0.2, ie., g,=0.45. It
should be stressed that this estimate varies depending
on the estimated minimal metallic conductivity within
the limits™?

go 7 0.2—0,5, (26)
It should be noted that these ideas on the diffusive na-
ture of the conduction process hold for microscopically
homogeneous systems when the phases of the electron
wave functions are uncorrelated over distances shorter
than the interatomic spacing. However, real systems
may contain microseopic inhomogeneities®™ % caused,
for example, by fluctuations of the density near the
critical point, formation of regions with specific short-
range order,” etc. Then, bearing in mind the ideas on
the dominant role of the short-range order in the for-
mation of the electron energy spectrum, we can ima-
gine the appearance of regions having semiconducting
and metallic spectra with the size of, for example,
semiconducting regions governed by the corresponding
short-~-range correlation radius R, >a.

H the coherence length of the wave function phase is
I« R,, the electron structure of such regions can be
discussed qguasiclassically and it is governed by the lo-
cal atomic structure. Similarly, the electron response
to an external perturbation is now local. In the first
approximation we can assume that the semiconducting
regions are forbidden for the conduction electrons and
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we can introduce C(E) representing the fraction of the
volume of the system consisting of the regions which
are allowed for electrons of energy E. We can then
define C(E) by®

N (E) = N, (E)} C (E), (27)
where N(E) is the average density of states per unit
volume of the system and N,(E) is the density of states
per unit volume in a metallic region, which is usually
identical with the density of states in the free-electron
model. We shall now consider an electron at the Fermi
level Ex. Clearly, C(Eg)=g is the Mott factor. The
Fermi level usually lies in the range of energies cor-
responding to the semiconductor gap (pseudogap) and
an electron with E ~Ey experiences Bragg reflection at
the boundary between metallic and semiconducting re-
gions, its wave function decreasing rapidly within the
latter region. If we ignore the tunneling across the
forbidden regions, we find that the kinetics of this in-
homogeneous case can be described by applying the
percolation theory. ®*+%™ Then, if C(E)<C*, where
C* is the critical value in the percolation theory, the
system does not have a continuous path for an electron
of energy E, which would pass through the metallic re-
gions, and electrons of energy E are locked in metallic
islands which are separated in space. When C(E)=C*,
the first path passing continuously through the whole
sample appears in the system. Correspondingly, if

g <C* the system is in the semiconducting state and
conductivity exists only to the extent of tunneling across
the forbidden regions (the conductivity vanishes in the
classical percolation theory), for g= C* an infinite
metallic cluster appears in the system, and for g> C*
this cluster grows occupying increasingly greater por-
tion of the system (the whole volume is occupied in the
limit g--1). Thus, if g> C*, we observe a continuous
(percolation) semiconductor —-metal (SM) transition.

The critical value C* for this type of percolation in a
continuous medium lies, depending on the estimate,
within the range 0.15 <C <0.3 (Refs. 72 and 73). The
most reliable value is C= 0.17 for a Gaussian random
potential.” Therefore, the criterion for the pseudogap
depth obtained from the percolation theory and corre-
sponding to the SM transition does not differ very great-
ly from the Mott criterion (26), but is not identical with
the latter. Cohen and Jortner® proposed a description
of the transport properties of an inhomogeneous system
of this kind on the basis of the theory of an effective
medium generalizing the treatment of Kirkpatrick™ for
lattices (networks) of random resistances. They pro~
vided a quantitative description of the SM transition for
a large number of disordered systems in which one
would expect microscopic inhomogeneities. The be-
havior of the electrical conductivity in the effective
medium theory is shown by the curves in Fig. 4 taken
ifrom Ref. 65. It should be pointed out that the be-
havior of the transport characteristics of an inhomo-

9'Moreover, Mott criticizes mainly the idea of the existence
of insulating regions in the classical theory of percolation.
The effective medium theory deals with regions characterized
by different but finite conductivities.
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FIG. 4. Electrical conductivity of 2 micraseopically inhomo-
geneous system in the effective medium theory.®® Here, C is
the fraction of the volume occupied by the allowed regions; X
=0,/0,, where 0 is the conductivity of the allowed regions and
0, is the conductivity of the forbidden regions. 1) X=1073%; 2)
X=6X10"% 8) X=10"% 49 X=6x10"% 5) X=10"1,

geneous system might not be described by the simple
scheme of the effective medium theory, particularly
near the percolation transition itself where a special
treatment is needed.”™"™ " In a series of papers,»™
Mott criticized the ideas of Cohen and Jortner on in-
homogeneous transport. However, his criticism is
effectively based on a discussion of the Anderson model
which does not allow for the appearance of strong in-
homogeneities of metallic and insulating types because
of the absence of correlation between energies at neigh-
boring sites assumed in this model,® In fact, real
systems may exhibit correlation producing a behavior
of the type described above. It should be pointed out
that this concept of forbidden and allowed regions may
be too approximate. For example, the model of the
spectrum of liquid semiconductors is considered in Ref.
26 and the theory automatically predicts an ensemble

of metallic and semiconducting regions with a certain
distribution of gaps in the spectrum. A description of
the kinetics in ferms of the percolation theory and the
effective medium theory should be regarded only as the
first approximation to the true sifuation in such a com-
plex ensemble. The percolation SM transition is a
manifestation of a specific second-order phase transi-
tion associated with the percolation phenomenon it-
self.”»7 A full description of the critical percolation
region in terms of the scaling pattern of this phase
transition has been obtained recently.”"® The question
arises of the relationship between the percolation and
Anderson transitions. The percolation mechanism ig-
nores the quantum-mechanical tunneling effects. %%

&

G p[ === =7
L £ i

FIG. 5. Relationship between the percolation and quantum con-
ductivities. Here, Ep is the percolation threshold, E. is the
mobility (localization) threshold, and E* is the energy of the
transition from the percolation to the tunneling mechanism.
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Classical motion of an electron in a random field is
possible in the energy range E > E,, where E, is gov-
erned by the condition C(E))=C*. Quantum-mechani-
cal tunneling is possible in the energy range E, <E <E,,
where E, is the mobility threshold in the random field
under consideration. The corresponding qualitative
behavior of the conductivity as a function of the electron
energy is of the kind shown in Fig. 5 (Ref. 4). At the
energy E*=E + AE* a transition takes place from the
percolation (quasiclassical) conduction mechanism to
the quantum process. If AE* is sufficiently small, the
percolation theory can give a satisfactory description.
The first attempts to estimate AE* were made by
Toulouse and Friedel (Refs. 79 and 89),®

We shall conclude this discussion by describing a
transition from a liquid semiconductor to a metal in the
way it can occur in a real system as temperature is in-
creased from the melting point T, by identifying the
conduction regimes which occur in the course of this
transition.

1. Temperature range T =T,,. A typical liquid
semiconductor has an energy spectrum of the type
shown in Fig. 1c. Its Mott factor is g<0.15-0.2. The
conductivity is described by a formula of the type®*

o=cyexp ~7 7L ) =gyexp (—ZpFe ) (28)

if the Fermi level is in the middle of the pseudogap,
and it is found that 0, ~0p, ~10° Q*-ecm™. The ther-
moelectric power may also exhibit typical semiconduct-
ing behavior?

lel = (Fg+4) (@9)

where A=const. The behavior of the Hall effect usually
differs considerably from that expected for semicon-
ductors.

2. T>Ty,, Astemperature rises, it is most likely
that the short-range order governing the energy spec-
trum of a liquid semiconductor is destroyed. The
pseudogap fills gradually®%+2° and the spectrum
changes to the type shown in Fig. 1c and the Mott fac-
tor becomes 0.2 <g <1. Then, as the factor g in-
creases, electrons become delocalized in the pseudo-
gap, we find that E, - E, — 0 in the limit g— g, [Eq. (26)]
and a transition from a liquid semiconductor to a quasi-
metallic state takes place.** Up to the point of this
transition electron transport is governed by formulas
of semiconducting type with a temperature-dependent
gap E, —E,. The transition point may be governed by
the Mott—Anderson or by the percolation mechanism in
the case of systems with pronounced structure fluctua-
tions (spatial inhomogeneities). % If g>g,, the quasi-

101t ghould be noted that the percolation transition and localiza-
tion depend in different ways on the number of spatial dimen~-
sions. The critical number of dimensions which can be used
to describe a transition (i.e., the number of critical indices)
considered in the self-consistent field approximations is d.
=4 for the localization,* whereas it is d,=6 for the percola~
tion theory.®
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metallic state is characterized either by the homogen-
eous (diffusion) conduction mechanism [Eqs. (23) and
(@24)]:

cx g2« R Ra gt (30)

and the thermoelectric power obeys the formula for
metalg* 5283

_ @3 k7 dlno(E)
=T T ey 1)

or by the percolation regime for an inhomogeneous
system described by the formulas of the effective medi-
um theory®:"° and by the results of Levinshtein et al.™
near the percolation threshold. In the quasimetallic
range we typically have (2-3)x 102 Q.cm™ <o

<10® @t.cm™, The selection between these two al-
ternative (homogeneous and percolation) descriptions
of the quasimetallic region of a melt can only be made
experimentally.

3. Further increase in the temperature may trans-
form the conductivity and other transport properties to
the metallic regime with ¢ 3% 10° Q™' -ecm™. The con-
ductivity should then be described by the Ziman theory
and the Hall effect by the model of free electrons,”®
The energy spectrum is then of the type shown in Fig.
la.

4. A further increase in temperature and/or reduc-
tion in the density of the system enhances the impor-
tance of random scattering of electrons which now has
the one-band spectrum of the type shown in Fig. 2.
Consequently, the Anderson transition occurs when the
disorder in the system becomes sufficiently
strong.%%*™3% The conductivity decreases to a value of
the order of o,,, and then the conduction process
changes (after localization of all the states in the band)
to the hopping mechanism: 0« 0y,, Inox =T, where
x=1/4 -1 (Refs. 4, 84, and 85).

Naturally, the proposed semiconductor-metal-semi-
conductor transition scheme for liquids is fairly ap-
proximate, in accordance with the qualitative nature -of
the current theory. In particular, a real system may
not exhibit some of the conduction regimes described
above (for example, pure metallic conduction), when an
increase in importance of the random scattering causes
the system to reach the maximum values of the conduc-
tivity characteristic of the diffusion regime and this is
followed directly by the Anderson transition.

The most serious shortcoming of our analysis is the
total neglect of possible effects of the electron—electron
interaction. The dominant role of this interaction in
many metal —-insulator transitions in crystalline solids
is well known.* We have not considered these effects
because of the almost total lack of investigations of the
role of the electron-electron interaction in disordered
systems. In particular, the problem of the influence of
this interaction on the Anderson localization has not
been studied at all and this is also true of the influence
of disorder on the mechanisms of the metal—-insulator
transition induced by this interaction in erystalline
solids. These problems are expected to be tackled
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soon by theoreticians. 't

The following sections of this review will describe
the results of éxperimental investigations of the SM
transition in liquid semiconductors and metals near the
critical point and will show How they compare with the
theoretical ideas. We shall attempt to demonstraie to
what extent these results agree or disagree with the
proposed qualitative description of the transition gov-
erned by the role of disorder as given above. Natural-
ly, any real material differs considerably from the cor-
responding theoretical idealizations but in discussing
the experimental results we shall be forced to turn to
jdeas and theoretical results which have not been men-
tioned above. One should bear in mind that the qualita-
tive nature of our ideas means that attempts to inter-
pret the experimental results are also essentially qual-
itative, which frequently makes it difficult to select the
appropriate theoretical model.

3. SEMICONDUCTOR—METAL TRANSITION IN
MOLTEN SEMICONDUCTORS AT HIGH
TEMPERATURES

Experimental investigations of the electrical conduc-
tivity and some other properties of liquid semiconduc-
tors confirm, on the whole, the description of the tran-
sition to the metallic conduction on increase in temper-
ature given in the preceding section. In the very first
work of A. F. Ioffe and A. R. Regel® on liquid semicon-
ductors it was shown that those materials which retain
the short-range structure after melting retain also
semiconducting properties in the liquid phase; the elec-
trical conductivity of such melts increases exponential-
ly with increase in temperature. It is clear from gen-
eral considerations that the process of rise of the elec-
trical conductivity cannot continue without any restric-
tions. In fact, subsequent investigations®®%® carried
out at higher temperatures have shown that the conduc-
tivity of molten semiconductors tends to saturation at a
level typical of metals. However, systematic and re-
liable investigations at high temperatures have become
possible only when the experimental methods have been
developed sufficiently and techniques have become
available for carrying out measurements at high neutral
gas pressures in order to suppress boiling of the
melts.? This technique has been used to investigate a
wide range of melts of chalcogenide semiconductors
and also of elemental materials (tellurium and seleni-
um)®®7 at temperatures from T, to 2000°C.*** Alloys
belonging to the Se-Te system have been studied by the
same technique also in Ref. 98.'%

The results obtained are summarized partly in Figs.
6-10. An analysis of these results {see also Refs. 99~
101) shows that at T > T, the conductivity increases to
a level where o(T) reaches a plateau. The conductivity

)For lack of space we shall not discuss the first investiga—~
tions on this subject, which have appeared very recently 22226

12)jquid tellurium has been investigated close to the melting
point 7\, at high pressures.?’

13)n a recent investigation?®® the Se - Te and other systems
were studied at even high pressures.
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FIG. 6. Temperature dependences of the electrical conductivity
of semiconductor melts.?

at the plateau is (1 -3)x 10° Q' -ecm™. This typical
metallic conductivity and the absence of a significant
temperature dependence shows that the melts have now
become metallized. This demonstrates that the SM
transition has occurred. We can easily see that, in

the first approximation, the experimental results are
in agreement with the theoretical expectations (see pre-
ceding section). In fact, in the case of those semicon-
ductors whose short-range order does not change dras-
tically as a result of melting (selenium, selenium al-
loys, selenides, etc.) and which remain semiconducting
in the liquid phase, we can identify (in accordance with
Sec. 2) three regions in the functional form of logo(1/
T): the first corresponds to essentially semiconducting
behavior with the electrical conductivity obeying an ex-
ponential law; the second (intermediate) region is char-
acterized by a variable activation energy of conduction
which eventually decreases strongly; the third region,
described above, is typical of metallic conduction. We
shall now analyze the experimental data in greater de-
tail. We shall begin by considering the third region of
the curves of o(7T), i.e., the metallic state on the pla-
teau.

The most characteristic feature of the electrical
conductivity of molten semiconductors in the plateau
region is that the absolute value of ¢,,, of all the in-
vestigated tellurides and partly of selenides is within
the range 2500-3000 Q™ -cm™ (see Table I taken from
Ref. 89). This conductivity corresponds to the theo-
retical estimates made using the model of almost-free
electrons on the assumption that only two valence elec-
trons per atom take part in the conduction process:

Bi,Tes
Snie ~~=5b,Te,

T T T

12 4
03/7,°K"1

FIG. 7. Same as in Fig. 6 but taken from Ref. 90.
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FIG. 8. Temperature dependences of the electrical conductivity
and activation energy of electrical conduction of melts of glassy
semiconductors.”

o=e?/3%a=~2700 Q! -cm™ when the average interatomic
distance is a=3x% 10" cm.'® This agreement cannot be
accidental and it suggests that the upper valence sub-
bands are destroyed by fluctuations of the potential.
The electrons in these subbands form a Fermi sphere
whose radius pp is limited by the value of n/a. The
Hall coefficient calculated for px=7/a is approximately
three times greater than the estimate obtained from the
structure of the valence shells of atoms on the assump-
tion that all the valence electrons participate in the
conduction process. These ideas on the Hall coefficient
are supported directly by the experimental results (see
Table II for the telluride group). Thus, the available
experimental data allows us to conclude that the chemi-
cal binding remains quite strong in the melts even at
very high temperatures. In spite of the metallic nature
of conduction, the telluride melts clearly cannot be re-
garded as systems of atoms with totally ionized valence
shells and the free-electron model in the form applied
to liquid metals does not hold for molten semiconduc-
tors even in the region of saturation of the temperature
dependence of the electrical conductivity. At lower
temperatures characterized by a positive temperature
coefficient of the conductivity the rise in the conductivi-
ty is associated with the formation of a Fermi sphere,
i.e., with an increase in the density of states at the
Fermi level to values corresponding to the limiting
wave vector approximately equal to 7/a, i.e., N(Eg)

<1 x 10?2 electrons -V - cm™, The temperature de-
pendences of the magnetic susceptibility and estimates
of the paramagnetic contribution made by free carriers
show (Fig. 11) that the increase in the electrical con-
ductivity is correlated with the increase in the para-
magnetic component of the magnetic susceptibility obey-

1The formula is based on the assumption of diffusion of elec-
trons, i.e., that the mean free path does not exceed the in-
teratomic distance.
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FIG. 9. Temperature dependence of the energy gap of liquid
semiconductors in the As—Se—~Te system over a wide range

of temperatures. The thin curves in the inset are plotted using
the dependence log o=5(1/T). The thick curves and those with
points are the results of direct optical measurements of the
shift of the fundamental absorption edge with temperature (Ref.
97): 1) AaSel.s; 2) AaSe,_mTeo'o,; 3) AsSel.uTeo_%; 4)

AsSe, 4Tey,; 5) AsSeqTeq 5 6) AsSeg gTeg. 7) AsSeq5Teq,15i
8) AsSey 45Te; o535 9) AsSeg 3Tey ». The shaded region is opaque;
CR is the crystallization region.

ing the relationship VO & Xjury. SINCE Xppra @ N(Ep), it
follows that o< N2(E;). This last result is in full
agreement with the relationship oo g2 discussed in
Sec. 2.

In the case of selenides whose conductivity in the
saturation region is less than that of tellurides (Table
1) we can simply put forward the hypothesis that the
valence shell of the chalcogen is even more stable and
only a small proportion to electrons in the outer valence
shell of the metal participates in the conduction pro-
cess. These qualitative ideas suggest that the satura-
tion conductivity should be between 1500 and 1000 Q-
cm™, which is in agreement with the experimental val-
ues for many selenides.

We shall now consider the behavior of the curves of
o(T) from T, to the temperature of the SM transition

= 09k
? L
s I
s
3 2
’l"l)’ 1
| 7-asTe
a0 2 - 50 s, ey ~ 50As;Tes
13 -
LN
>
L300}
)
/] ) od
1
o1 a8 I 75 75

FIG. 10. Electrical conductivity and thermoelectric power of
liquid As,Tes (curves denoted by 1) and As,Tes* As,Se; (curves
2) plotted as a function of 10°/T (°K™Y) on the basis of Ref. 107.
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TABLE L

Temperatuze Fgapy Temperiture

Substance rangs, °K n-f v om-t Substance rmgep,eggi :{'ﬂ’ om
Te 1000—1 700 3300 Sh,Te, 13601700 2500
phTa 18001850 2700 Gebe * 1780—2000 2000
SnTe 1430—1T40 2800 InSe 1856—2000 1000
CeTe 14301780 3000 ShySe, 18002000 1450
Tn,Te? 1540—1750 2500 ShoS, 1880--2000- 800
InTe 14501750 2500 PhSe 1830--2000 1300
Bi,Te 9501780 3300

in the melts with the highest resistivity, such as seleni-
um, alloys of selenium with tellurium, arsenic sel-
enide, and similar melts. A characteristic feature in
the graph of Ino=f(1/7) chserved in this range is a
gmooth increase in the activation energy of conduction
on approeach to the SM transition temperature (Fig. 8).
Since the activation energy at a given temperature
represents extrapolation of the temperature dependence
E,(T) of the pseudogap E, to absolute zero, we can plot
this temperature dependence E (T) (Ref. 100). We
plotted the temperature dependences of the pseudogap
of selenium,* ansenic selenide,* and Ge, ,Se, , (Ref.
94) using reference data on the optical width of the gap
at low temperatures. The resulis obtained for melis

TABLE II. Electrical properties of semiconductors melts.

i = a 8 R, e .
f“eeri-ntlcondu:mr I d?fd;q em?*C B/Ry |y /deg|L/Ta 9 s:::
Metaitic melts of semicondnctors
Ga 15200 | — | —3.6-105 | 1.06 |—1.0] .86 | 1, #7,12¢
8i 12860 | — 0.8 a7
Insh 9350 [ - | —6.9-10% [ 1.2 0.94 | 1. 07,1
InAs 7000 —_
Metaldike meits'
Gdsh 5200 | + | —8.3-40° |15 | © m
ZnsSh 4200 | + | —5.3.40® [1.2 |42.6|095| ™
AaTe, 3460 | + | —8.3.10% [20f nz
Bi,Toy 2600 | + | —8.7400 |23 |41.0|/ 04| uw
Gele 2800 | -+ —15.40-5 | 8.6 |20 | 0.82 ] v, 1
CuTe 1000 | + —16-40-* | 4.0 m
by Tey 180 | + —~17.40% | 3,9 |4-10 | 1.08 [ 7,111,128
SnTe 1870 | + —12.40-% | 2.3 |442 | 0,86 | o7, 119,185
PbTe 1510 | + —A4.40r5 —3.7| 1.4 | e
Te 1700 | + 42407 | 3,0 |26 | 0007 [1a, 1,00
Tag 5S¢, 1250 | -+ AT 108 150 64, 13
Agle 800 | + | —B3.2-10-+ 2
TL;Te, 500 | 4+ | ~—T.4-i- (15 1.0 19
InTe 500 =+ =010~ 135
In,Teq B0 | - =510 o | 1.2 |1,
TITe 290 | 4+ | —13.8.40-+ (35 1.6 18
GaTe @m0 | - —3.2.40-% ny
AggS 120 | + 1 —2.8.10 4190 u7
Liguid semiconductars™
T1;Te | o + | —1.6.10-%9) —150 1 2.8 | 3.,
GeSs 51 + | —8.6.102% +50 193, 137
As,Tey 25 + 5408 1200 28, 128
GusbSe, 16 + | —1.3-10 180 | 7.7 138
T1,8e 10 4 | —2.5-10 % 4240 | 47 1,101,138
TISe4-0.8 ar% In 450 4+ | —2,5-10-8 10
Tog,¢50y,9 27 + | —2.6-10-2 200 | 8,0, 18
Tey cSey s 1.0 + | —3.0-10-2 690 48, 0, 128
é!ﬁsg g .g + | —1.0.104 —220 342 muls”
©; . —1.5.10-2 8 . :

Sb:Se:+2.5 ar’% Sb a1 i —84.10~2 ) _-g 120, 139
Sh,5e,+5 ar%Te 3.0 1 | 220 +38 120, 129
8h,5, 1401 + | —35-1015 100 it
GDAE,Tes-éﬂAsxSex 7601 4+ | —10 128, 140
V20 7402 4+ | —30.101 134
AsTise, 1108 | & | 1o ue

Notes. 1) For explanations of symbols gee text. 2) All the results
are given for temperatures 20— 50°C above the melting point. 3)
Data on the Lorenz number are giveninaccordance with Ref. 115,
4) The selected boundaries dividing these melts into groups shoutd
be regarded as nominal. 5) Considerable changes in propertiea
oceur on deviation from the stoichiometric compostion or on ad-
ditienof athirdelementas an impurity.
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FIG. 11. Correlation between the behavior of the electrical
conductivity and the paramagnetic ausceptibility of In—Te and
Ga;—Te; alloys and of AsyTe; (Ref. 108).

of the As-Se—Te system are represented by thin lines
in Fig. 9. The thick lines, as well as the curves with
points in Fig. 9, are the results of direct optical mea-
surements of the shift of the fundamental absorption
edge with temperature.®»1% gimilar optical measure-
ments carried out on liquid selenium and on glassy

and liquid As,Se, are reported in Refs. 99, 88, and
103-106. We can easily see from Fig. 9 that the pseu-
dogap degrades at high temperatures and this process
occurs at an increasing rate. It is important to note
also that the gap disappears at those temperatures at
which the conductivity reaches values close to o, ,.
Some support for the proposed explanation of the disap-
pearance of the pseudogap is provided also by the ther-
moelectric power data.'®? Figure 10 (based on Ref.
107) gives the temperature dependences of the thermo-
electric power and electrical conductivity for molten
chalogenides As,Te, and As,Te;-As,5¢,. We can easily
see that the thermoelectric power has values typical of
semiconductors at temperatares T 2T\, and that it de-
creases on increase in temperature. It is important to
note that the thermo-emf falls to a value of the order of
k/e =80 uV at temperatures corresponding to o=0y,,.
According to Ref. 3, the thermoelectric power of
amorphous or liquid semiconductors can be described
by

a b (Bt a).

where E, is the valence band edge (in the case under
consideration the dominant carriers are holes) and A is
a congtant. It is assumed in Ref, 3 that in the case of
amorphous materials we have A=1 for carriers moving
in the allowed-energy band. Thus, a=k/e applies in
the case when the energy gap vanishes. It should be
noted that the correlation between the thermoelectric
power and electrical conductivity data is far from being
as reliable or as self-evident for other materials,

The proposed explanation of the phenomena occurring
in the region of the SM transition is far from unam-
biguous, as already pointed out in Sec, 2. It is very
likely that in some materials, whose structure admits
with equal probability the formation of clusters with
different local structures, the SM transition is de-
scribed by the formulas of the effective medium theory.
An attempt to give a quantitative interpretation of the
SM transition on this basis is made in Ref. 103 for
melts in the In-Te system. Satisfactory agreement is
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obtained there with the experimental results but the
critical values of the parameter representing the ratio
of the metallic and semiconducting phases calculated on
the basis of these data is higher than the theoretically
permissible limit. Thus, the treatment of the SM
transition on the basis of a heterogeneous model of the
melt using the effective medium theory also fails to
give rigorous quantitative conclusions. The problem of
competition hetween two possible SM transition schemes
based on the homogeneous and heterogeneous models of
a liquid semiconductor is discussed in detail in Seec. 2.
We have shown that both models predict quite similar
characteristic parameters of the transition. For this
reason an analysis of the electrical conductivity data,
usually carried out making a number of assumptions,
does not make it possible to draw definite conclusions.
Convincing proof in support of the heterogeneous model
and percolation nature of the transition can be obtained
only as a result of eareful structural investigations of
melts in the intermediate region, but direct studies
confirming the coexistence of two structural phases
with higher and lower electrical conductivity have not
yet been made.

It seems most reasonable to assume that both (homo-
geneous as proposed by Mott and percolation) mecha-
nisms may coexist or predominate in different ma-
terials, depending on the characteristic structural and
crystallochemical properties of a material. The per-
colation mechanism of conduction in the region of the
metal —nonmetal transition will be discussed again in
Sec. 5.

The experimental data discussed in the present sec-
tion are summarized in a diagram (Fig. 12) whose the-
oretical description is given at the end of Sec. 2. The
metal —insulator transition shown in the transcritical
region will be discussed in detail in Sec. 5.

4. SEMICONDUCTOR-METAL TRANSITION AND
CRITERION FOR MINIMAL METALLIC
CONDUCTIVITY OF MELTS AT T3 Ty

In the preceding section we have discussed the fea-
tures of the transition to metallic conduction in a li-
quid semiconductor on increase in temperature. Equal-
ly interesting is the transformation of the properties of
molten semiconductors not on the temperature scale
but on the scale of substances considered slightly above
the melting point and arranged in accordance with in-
creasing electrical conductivity. Melis of electronic
semiconduciors are unigue objects in the sense that
they include both metzallic and essentially semiconduct-
ing compositions, as well as materials with intermedi-
ate properties. This makes it possible to analyze the
conditions and criteria for the transition from the
semiconducting to metallic conduction process. An
important feature of this analysis is the fact that the
degree of stability of the short-range order structure
at T =T, is relatively high; consequently, the level of
fluciuations of the atomic potential i still low and we

15)gimilar in content but different in terminology classification
of semiconductor melts has been proposed earler 3:82 35105110
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FIG. 12. Generalized temperature dependence of the elactrical
conductivity of molten semiconductors showing the main ten-
dencies in changes in the properties over a wide temperature
range. The dashed curve represents the probable Anderson
transition.

can agsume approximately that this level is the same
for a large group of melts. It follows that the variable
parameter, which governs the process of localization
of electron states at the Fermi level in the liguid
metal-liquid semiconductor series if the interaction
potential in Eq. (12), which governs the Anderson lo-
calization of electron states at the Fermi level.

The published experimental data for electronic melts
are summarized in Table II, which gives a full list of
the materials on which the Hall effect measurements
have been earried out in the liquid phase. The data on
the Hall effect, together with those on the electrical
conductivity, thermoelectric power, and thermal con-
ductivity make it possible to establish the main rela-
tionships governing liquid semiconductors. In the pre-
sent section we shall consider the consequences which
follow from Table II.

The melts in Table IT are arranged in decreasing or-
der of the absolute value of their electrical conductivi-
ty. Moreover, the melts are divided into three groups:
1} metallic; 2) metal -like; 3) semiconducting, **!

1t follows from this division that the first group con-
gists of the melts of those semiconductors which lose
their semiconducting properties at the melting point
and exhibit behavior typical of liquid metals: the elee-
trical conductivity is (5 - 10)x 10° @™ . em™ and the
temperature coefficient of the electrical conductivity is
negative; the Hall coefficient R is also negative and it
agrees well with the value of R, predicted by the theory
of free electrons. I is shown in Refs. 1 and 87 that
metallization caused by melting of semiconductors of
the first group is due to the change in the short-range
structure.

The second group of metal-like melis consists of
those materials whose properties are highly contra-
diectory: measurements of the Hall coefficient and of
the thermoelectric power, an analysis of the electron
component of the thermal conductivity, and the absence
of any significant effect of doping with a third compo-~
nent all supgest that these are also metallic melts, i.e.,
that there is no gap at the Fermi level in the energy
spectrum of these materials, On the other hand, the
same melts are characterized by a positive tempera-
tare coefficient of the electrical conductivity, 1.e., by
semiconducting behavior. The reasons for this com-

Alekseev et al. 564



plex combination of properties are discussed in Refs.
109-115. It is usual to assume at present that a posi-
tive temperature coefficient of the electrical conductivi-
ty is related not to the typical (for semiconductors)
thermal-generation of carriers across a gapbut to a
minimum of the density-of-states function at the Fermi
level {Fig. lc) and to degradation of this minimum on
increase in temperature, In other words, the Mott re-
lationship oo g2 applies. Attempts to show this exper-
imentally by measuring the Knight shift were reported
in Ref. 116. Indirect data in support of this interpreta-
tion follow from an analysis of the Hall effect in Ref.
117, We can thus see that melis of the second group
are also metals but they have certain special properties
associated with a minimum of the density of states at
the Fermi level, These special properties are re-
flected also in the adopted terminology: they are

called metal-like melts.

Melts of the third group fo < (1 -2) X 10> ™%, cm™|
have a set of properties which largely resemble those
of semiconductors. The temperature dependence of
the electrical conductirities is clearly exponential, the
thermoelectric power may reach hundreds of more of
microvolts per degree, the Hall coefficient is consi-
derably greater than the values predicted by the theory
of free electrons, the electron component of the ther-
mal conductivity is anomalously high for a degencrate
electron gas, and in some cases the experimental re-
sults have to be interpreted invoking the ambipolar
mechanism of heat transport, 1'5!** Moreover, the
doping effects are significant for some of the melts
{Sb,8e,, GeSe, Tl,Se). Addition of a third element
makes it possible to control the sigh of the thermo-
electric power, as well as the values of the electrical
conductivity and Hall coefficient,!'% 187133 A]] these
properties can be explained only if we assume that the
energy spectrum of the investigated semiconductor
melts has an energy (mobility) gap. However, it
should be pointed out that semiconducting properties of
liquid semiconductors can be described only quantita-
tively by the standard theory. There are certain spe-
cial properties, the most striking of which is the so-
called p—» anomaly. I is found that the signs of the
thermoelectric power and the Hall coefficient do not
agree: the Hall effect is usually negative whereas the
thermoelectric power is positive.*?*'#2 The unusual
properties of liguid semiconductors can be understood
qualitatively if we assume that the energy gap in the
spectrum of these materials is more likely a region of
localized states and not the gap in the sense used in the
case of crystalline materials. The region of localized
states is the mobility gap and, therefore, it acts as an
activation gap in the conduction mechanism (Fig. 1¢).

Our analysis of the experimental data on melten
semiconductors arranged in the order of decreasing
electrical conductivity thus yields an important conclu-
sion: variation of the absolute value of the conductivity
of the melts is correlated with changes in their proper-
ties, A reduction in the conductivity enhances the
semiconducting properties, It follows from the data
obtained that the conductivity separating melts with
metallic and semiconducting properties is approximate-
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Iy (1-3)x10° @'+em™. N iz worth mentioning that in
analyzing the SM transition in Sec. 3 as a function of
temperature we have found that a conductivity of the
order of {1 -3)x10% ™1 cm™ also corresponds to the
point of transition from the semiconducting to the
metallic mechanism,

The fact that different and independent experimental
data indicate that the conductivity of (1 -3) X102 Q™ -cm™
separates the semiconducting and metallic states is the
most important conclusion of our analysis of the experi-
mental datain Secs. 3and4, Sincec={1-3)x10*° N~ -em~?
corresponds to ¢, whichis the minimal metallic conduc-
tivity predicted for disordered systems by the Anderson-
Moit criterion, we can assume that the theoretical model of
the SMtransition presentedin Sec. 2 describes reality and
that, inthe first approximation, it is correct, lmthe next
section we shall discuss a third set of experimental data
showing that the concept of minimal metallic conductiv-
ity applies to the behavior of liquid metals and semicon-
ductors at transcritical temperatures and pressures.

5. METAL—-SEMICONDUCTOR TRANSITION NEAR
CRITICAL POINTS OF METALS AND
SEMICONDUCTORS

A. Results of experimental investigations of cesium and
mercury

In the present section we shall consider the behavior
of metallic and semicondueting melts at still higher
temperatures at which considerable changes take place
in the density of the melis and these result in weakening
of the overlap of the electron shells, In the case of a
metallized semiconductor we may observe localization
of electron states, which is analogous to the corre-
sponding localization in liquid metals, so that it is pos-
sible to compare such materials with the usunal liquid
semiconductors discussed in Sec. 4 (see Fig. 12). Con-
tinuous changes in the density of liquids can be produc-
ed at temperatures and pressures exceeding the critical
values. The majority of metals and some semiconduc-
tors have far too high critical temperatures (see the re-
views in Refs. 141 and 142) and calculations of the pa-
rameters of critical points and state equations for six-
teen metals'*? have given values which are not access-
ible in steady-state experiments when a high stability of
temperature and pressure is required. Recent experi-
ence has shown that the transition from the metallic to
the nonmetallic state in mefals and semiconductors is
accompanied by effects which occur in a very narrow
temperature range (10~15°C according to Refs. 144-
147) so that the attention of most investigators is cur-
rently concentrated on an increase in the precision of
experimental studies of substances with critical tem-
peratures lying below 2100°C. Work of this kind start-
ed in the Soviet Union in the middle sixties under the
leadership of Kikoin (studies of mercury) and Velikhov
{studies of cesium); in the Federal German Republic
similar work was performed by the group of Franck,

Arong the elements of various groups in the Mendel-
eev periodic system the most suitable for experimental
studies of this kind are cegsium, rubidium, potassium,
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sodium, mercury, arsenic, selenium, and possibly tel-
lurium. Transitions from the metallic to the nonmetal-
lic state are exhibited by mercury,'4®15 gesium,!5%153
and arsenic,!™ whereas semiconductor-metal-semi-
condictor transitions occur in selenium (Reis. 96, 155—
158),'%7 Al these elements exhibit a transition from the
metallic to the nonmetallic state on continuous reduc-
tion in the density in the vicinity of the critical point at
high temperatures and pressures.

We shall now consider the behavior of liquid metals
during continuous reduction in the density in the critical
temperature range. The metal-nonmetal transition in
mercury and cesium has been invesiigated most thor-
oughly: the PVT dependences have been obfained for
mercury*E15-18 509 sogiym, 19219 gtudies have been
made of the acoustic properties of mercury,**® specific
heat of cesium,'%" and thermal conduetivity of mercury
(Ref. 168);'7 studies have alsobeen made of the viscosity
of mercury and cesium,**3-'™ electrical conductivity of
mercu—rylﬁ.liB-lﬁl »160,172,173,174 aIld cesium’144.145.152 153,175
Hall effect in mercury!"and cesium,'" thermoelectric
properties of cesium (Refs, 144, 145, 175, and 178)*% and
mercury t45-147:11-181 gii pal properties of mercury,182-184
andihe Knight shift in mercury hasbeen investigated, 1%

These studies have given fairly comprehensive exper:-
mental data and can be used as the current illustration
of the well-known work of Zel’dovich apd Landau,'®® who
were the first to consider various metal-nonmetal tran-
sitions and liquid-gas phase transitions,

Clearly, the nature of the metal-insulator transition
and its position relative to the critical point in the lig-
uid-vapor phase diagram can be determined if we know
the equation of state of the metals and semiconductors
in the regien of {the metal-insulator transition and have
sufficienily accurate parameters of their critieal points.
Unfortunately, the thermodynamic properties of metals
and semiconductors have not yet been studied sufficient-
ly thoroughly near the critical poinis, A good agree-
ment on the critical parameters is available only in the
case of cesium. We shall use the equation of state and
the critical parameters given in Ref. 163. The critical
parameters of cesium are T, =176020°C, P, =118
+5 bar, and p., =0.40+0.02 g/cm®,

In the case of mercury the scatter in the critical pa-
rameters is considerably greater than the limits of the
experimental errors., By way of example, we shall

'8)The first data on the semiconductor—metal transition in li-
quid selenium were given in Refs. 96 and 158.

"D7he thermal properties of mercury and cesium were deter-
rined' %1% hefore the metal~nonmetal transition.

18}The first study'® involving measurements and theoretical
analysis of the behavior of the thermoelectric power in the
region of the metal-nonmetal transition was carried out to
determine the possibility of obtaining higher values of this
power for the purpose of conversion of thermal energy.

134 g recent papert? a report was given of a determination
of the crifical pressure and temperature (P,.=1675 £ 25 bar
and T,,=1495 % 5°C), The critical temperature reported in
this study agreed well with the published values, whereas
the eritical pressure was cloge to the value given in Ref, 159
but very different from the values reported in Refs. 150 and
151,
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FIG. 13. Electronic and thermal properties of cesium in the
region of the metal-nonmetal transition at various ternper-
atures, a) Temperature dependences of the electrical con-
duetivity of cesium obtained at various pressures in the region
of the metal-nonmetal transition: 1) Ref. 152 (an error in the
graph in Ref. 152 is corrected so that the order of the elec-
trical conductivity agrees with the text of the paper); 2} Ref.
175; 3) Refs. 144 and 145; 4) Ref. 204. b) Temperature de-
pendences of the electrical conductivity and thermoelectric
power (P=120 atm) {Ref. 145), ¢) Specific heat at P=120 atm
(Ref. 167).

quote here the results of two different investigations:
P, =1510+20bar, T, =1480215°C, p,=4.2:0.4 g/
¢m® (Ref. 151), and P, =1730:30 bar, T, =1510
£15°C, po,=5.9£0.2 g/cm?® (Ref. 159).""’ We shall use
the equation of state found in Ref, 159, because this in-
vestigation was clearly carried out most carefully.

We shall quote the experimental data on the main
electrical properties of cesium (Figs. 13 and 14) and
mercury {Fig, 15) at high pressures and temperatures
when the density decreases continuously. In the case of
mercury we shall also give the values of the Knight
shift (Fig. 15¢) and the velocity of sound in the region of
the metal-nonmetal transition (Fig. 15f); in the case of
cesium we shall discuss the specific heat data (Fig.
13c).

BIR,
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FIG. 14. Electronic properties of cesinm as a function of con-
tinuous variation of the density. The Hall mobility of cegium
and the ratio of the Hall coefficient to the free-electron value
Ry are taken from Ref. 163 (b} and electrical conductivity and
thermoelectric power are taken from Refs, 144, 145, and 152
{a}),
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FIG, 15. Eleetrical and acoustic properties, and Knight shift
of mercury plotted as a function of continuous reduction in the
density: a) Temperature coefficient of the elecirical resis-
tance;'® b) volume coefficlent of the conductiviiy'™; c} thermo-
electric power*®; &) Hall mobility and ratio of the Hall coef-
ficient to the free-electron value!™; e) Knight shift;1* 1) vel-
ocity of sound. 16

The curves representing the electrical conductivity
and thermoelectric power of univalent cesium and di-
valent mercury exhibit the following ranges character-
istic of the metal~insulator transition whose theoretical
aspects are considered in Sec. 2: 1) liguid metal range;
2) transition range; 3) range with properties resembling
liquid semiconductors; 4) range of dense ionized gas-
0g, 20

1) Liguid metal range.In this range the conduction is
metallic [Sec. 2.3, aiter Eq. (29)]. Both cesium and
mercury have electrical conductivities in the range ¢
= 2500-300027" - cm™ and thermoelectric powers o <—50
#V/°C. The mean free path is L >a. The Hall coeffi-
cient has the free-electron value R =(nec)™ (Figs. 13a~
15d). It is clear from the figures that in the case of
cesium and mercury {Figs. 14b and 15d} the Hall coeffi-
cient is a linear function of the density throughout this

20Thig Jast region was not considered in Sec. 2.

2In principle, such a dependence should be retained by cesium
up to the critical region, but there are no experimental daia
on the range of densities from 1 g/cm? to the critical value
(0,42 g/ cm®).

R¥The minimum density was not determined for cesium. The
lowest density for which calculations were made amounted to
=1.14 g/em® (Ref, 188).
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range and this is typical of liquid metals. In the case of
cesium this is true up to =1 g/em® (Ref. 177),2 where-

as in the case of mercury the linear dependence ends at
=11 g/cm® (Ref. 1786).

The rapid variation in the mobility observed in this
range for mercury and cesium is a consequence of a
change in the mean free path of elecirons. For exam-
ple, in the case of cesium it is estimated in Ref, 177
using the equation of state from Ref. 163 that the mean
free path should be L =80 A when the density is p=1.92
g/em® and L =10 A when the density is p=1.1 g/em®.
We reAcall that the average interatomic distance is
a="TA.,

In the metallic range we can justifiably use the Ziman
theory®®, as shown already in Sec. 2. The electrical
resistivity of mercury and cesium, whose liquid struc-
ture factor was based on the hard-sphere model, were
calculated in the low density range.'*™ 1 1t would he
interesting to find the maximum reduction in the densiky
of a metal at which the Ziman electrical resistivity for-
mula still holds well., According to calculations on the
reduction in the density of mercury, the lowest density
is 11 g/cm® (Ref. 187).%

At lower densities a good agreement between the the-
ories and experimental resuits is obtained if allowance
is made for the structural properties of a liquid of re-
duced density, which weakens screening and facilitates
changes in the form factor of the pseudopotential. Sev-
eral models of the pseudopotential were checked in Ref.
188 for liquid mercury with densities in the range 11,15
>p>9.71 g/ cm® at a pressure of 2000 atm assuming a
reduction in the screening, Figure 16 shows the results
of calculations carried out using the Ziman formula and
the Harrison pseudopotential'® and also allowing for the
screening, We can see from this figure that the agree-
ment between calculations and experiment improves
considerably when the reduction in the screening is al-
lowed for.

2} Transition range, This range is characterized by
destruction of the metallic conduction and it corre-
sponds to a situation described in Sec. 2. The electri-
cal conductivity can then vary in the range ~2500 Q-
cmtz o> 200 Qem™, the thermoelectric power is o
<-80 u¥/deg, the mean free path L is of the order of
the interatomic distance L~a, and the Mott factor is g
<1, In this range the Hall coefficient of mercury rises
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FIG. 18. Resistance of mercury at various densities and tem-
peratures calculated and found experimentally under a pressure
of 2000 atm: 1) calculation carried out using the Ziman for-
mula and the Harrison pseudopotential;!® 2) caleulation with
variable screening conditions;'® 3) experimental resuits. %
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rapidly on reduction in the density to ~9 g/cms. A
strong reduction in the temperature coefficient of the
electrical resistivity of mercury also occurs at this
density %1 Ap increase in the Hall coefficient is us-
ually atiributed to a reduction in the mean free path to a
distance of the order of the interatomic value and it
corresponds io the onset of the Mott—Anderson localiza-
tion, According to one of the hypotheses, this may oc-
cur on formation of a pseudogap between the § and P
bands.'*

In contrast to divalent mercury, the level correspond-
ing to the minimum metallic conductivity of cesium lies
in the critical density region where probably separation
between iwo Hubbard bands begins.

A special feature of this region is that the onset of
localization is complicated by inhomogeneities, particu-
larly in the vicinily of the critical point where the con-
ductivity may be governed by closed regions with a
higher electrical conductivity. This possibility was
first pointed out in Refs. 61—-64, Thus, in accordance
with Sec, 2, we are speaking here of the relationship
between the Moti-Anderson and percolation transitions.

Evidence that the transition is of the percolation type
can be provided by the relationship between the thermo-
electric power and electrical conductivity. A compari-
son of these properties for mercury made using the co-
ordinates of pressure and te.-mperature,llls and of density
and pressure, reveals a fundamental property of the
metal-nonmetal transition, namely that the thermoelec-
tric power reaches a value corresponding to the mini-
mum of the metallic conductivity before that minimum
is reached on the conductivity seale.

By way of example, we shall consider the dependences
of the thermoelectric power and conductivity of mercury
at a constant pressure but at different temperatures
{Fig. 17). We may assume that the thermoelectric pow-
er of this system is shunted by the more highly conduct-
ing through channels, whose number decreases on in-
crease in the density.!*?

The acoustic properties of mercury in the region of
the metal-nonmetal transition are also of interest (Fig.
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FIG. 17. Electrical and thermoelectric properties of merenry
at various temperatures in the region of the metal-nonmetal
transitions.’® (Electrical conductivity data taken from Ref.
149))
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15f); here, there is a slight deviation from the linear
dependence of the velocity of sound on the densiiy. It is
at present nof clear how such deviations are related to
the metal-nonmetal transition.

In the case of cesivm information is available on the
specific heat at various pressures near the metal-non-
metal transition.’®” The specific heat rises strongly on
approach to the critical point (Fig, 13c). However, in
conirast to nonconducting substances (for example, ar-
gon) the interval of rapid rise of Cp and C, for cesium
is wider on the T/T,, scale. This may be due to the fact
that the compressibility of cesium is greater than the
compressibility of nonconducting substances (in particu-
lar, that of argon).

3) Range with some properties of liguid semiconduc-
tors. The reduction in the density beginning from the
near-critical region in the case of cesium and in the
range of densities helow 9 g/ cm® in the case of mercury
{see Figs, 13 and 15} demonstrates the existence of a
range with properties resembling those of semiconduc-
tors.

In this range the relationship between the electrical
conductivity and thermoelectric power is of the type

Ing ~ e, {32)
which is obtained from Egs. (28) and (29), This depend-
ence is iliustrated clearly in Fig, 18, There is an im-
portant difference in the positions of this dependence in
the phase diagrams of cesium and mercury: in the case
of cesium this dependence lies in the critical density
region and extends to the gas densities, whereas in the
case of mercury this region corresponds to densities of
the liguid phase. In the case of cesium we have a tran-
sition from the metallic state to